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Welcome from the Chairs
Nous kontan vwe zot

Bienvenue

7KH ODWKHPDWLFV B@G HQ FIHXWHUE D V/HIGO WR ZIHOFBRH W
HGLWLRQ RI WKHUHIQF®QRDONKBQIQWHEKROQRAIRRID 6 RFLHW\

KRVWHG E\ WKH 8QLYHUYVLQG LRIV W.IQH * XIDHEQHRKR XEB\HWIURP - X Q
W K

7KH WKHPH RI WKH ,BfawligUHandwriting Frocessing Analysis: New

Advances and Challenges

‘H PDGH WKLV FKRLFH EHRBXWH VEIUDXZ IDYUH DFRE AODQ L FD W L R
IXQGDPHQWDO LQ JHRSROEWQRD® JLEMHR G R OW LEPQE WY L
XVHG E\ WKH $PHULQGLDQW LR®B ERIW\D RWSHRUR XUINERA®Y W
GUDZLQJ DQG ZULWLQJ UHRDAJTXLEN ERVWR VWXQDO H[SU
RSLQLRQV

$GPLWWHGO\ WKRVH 3EDVHFT XHM/SGIKREPHRG/ R R 2/ING D\WVDMW VFH
RXW RI XVH E\ WKH QHZ PRIGIDOLMRIHYV ZRLFKREZPMUH LQWU|
WHFKQRORJLHY DQG OLIHVW\OHYV

+RZHYHU ZH WKLQN WKDW DO K R WU REKQ GHRFGIBARI\ G L
DQG KDQGZULWLQJ DUH VW IMWLY K \DISISOLEQ VEIHR RO LIOY QPR WY
UHJDUG UHVHDUFKHUV KDYH WR VROYH QHZ SUREOHPV O
GUDZLQJ DQG KDQGZULWLZD) BHF RRR PID@® @ | YIDRLIHROW FRQQH
WR YDOLGDWH JUDSKRPRW REBWINLH @R XOUF HY LR HRIW D QXGV RE
KXPDQ EHLQJV LWHKHVUDRISS VKIHQA U OLPLWYV IURP ELUWK WR ¢

TKURXJK RXU OHFWXUH ZH RHDBQY W R DBA HAOFDR WHWHK BOUAHKIBAOIM A
*UDSKRQRPLFV VRFLHW\ DUH IDFHG ZLWK

'XULQJ WKLV WK HRXISWL FDQVLED) GX B BGISOW® D QN ¥ WRR WWKRHD G L
RQ RXU UHVSHBWKIHY B XARSRWH ZLO® EHIVRRI XWK MV E R PPPEK Q L W\
WR JLYH HYLGHQFH WKDAVHVQHD P PWERGBYDRN]EQR PRGDOLW



H[SUHVVLRQ FDQ FRQWULERW®J RY QG 2V R & DG MORKWEHVRE H E
XQGHUVWDQGLQJ KXMIF EMHLBXW ODYEOB MLA\ RI OLIH

1LQH VHVVLRQV ZLOO IRFXV RQ WKHVH WEMHGMWLYRY RIK!
,*6 FRQIHUHQFH

+RZHYHU D FRQIHUHQFH FDQIQWRWI NFMHEVDODPLWWY G WRP FR (
VSHELDOLVWYVY DERQ@WLOHDW®HGJD QIAEKSIEKHI R MW KAHH SZOHD V X L
WR \RX D IHZ RI WKH FKDBRIVSRIOWKR EHDMONGHRAXSBH RXU |
\RX WR SDUWDNH LQ VR REIKLE KD QIGOPX D ONKR R Q FHOVHIHNWR P H V

)LOQDOO\ WKDQNW® R WKH FRR VISHBWROLVWY PHHWLQJ ZLW
IDPLOLHY FRQFHUQHG ZLWK KDQGZULWLQJ OHDUQLQJ GL
SDUWLFLSDQWXHRU VBXUFRWRI TXHVWLRQLQJ

7KLY VHHPHG WR XV WKHRRBHHNQREYVRAXPHALRGHWOGLIILFXO\
VLIQLILFDQW UDWHYV RI ZKLBFK HWDQLIRWYV XNQHUD WK R@QVG Z
PRGDOLW\ RI HISUHQVER®Y IIRG ARKMRSH WKDW WKLV RSHQ
ZLOO EH IUXLWIXO DQG ZLOO DOORZ LWV SDUWLFLSDQWYV W

‘H H[SUHVV RXU SQRHRXQX DWGWAGH WRZDUGYV

x 3U 5HMHDQ 30DPRQGRQ DK WBBHYVEBSHAWEQY HOONWIFGEFHSWHG
+RQRUDU\ &KDLU DQG 6FLHQWLILF &KDLU

X WKH WKUHH KLJKO\ VNUOGH GQ\QF D@ RIRIPE 2 UWUW ] & D W I
DQG 'U -HDQ /XF 9HODKRRR U LRMIHDR¥ HBKRH. QJ WKH LQYLW

X WKH KXQGUHG UHVH D UFKXQW WRIHFVRIUKRWKRIQR UHG XV E\
VFLHQWLILF FRENMULLIEXWWRORSBRBHWZH UHTXLUHG E\ W
FRPPLWWHH RI ,*6 ZKR WKHIQU WKAWLE DOO\ RUH D
*XDGHORXSH

'H DOVR ZDUPO\ WKDQN D-DWORW R VY WDVIVQD @ WHHUMLLFN\ R |
,QGLHV ZKLFK LQ *XDGHORXSH DV LQ ODDWL®LTEKI® WEK R
DVVLVWDQFH WR DUUDQJH WKH EHVW FRQGLWLRQV IRU
SURFHHGLQJV RI WKH FRQIHUHQFH ,*6

‘H ZLVK WKDW WKH FRRSHUDWLRIQVEE RO IWHDH K PFHHPEW G L1
LQVWLWXWLRQ LV WKH*3XDUBRMWHHHRQAH DHDXWDXKROPRUH W
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Handwriting

The most taught motor skill
Yet too little researched

z
z
z
z
z
z
z
z
z

Pen tablet, touch tablet, mouse
Import online, offline data
Audiovisual stimuli, interactive targets
Experimental settings

Quantify features

Integrate external apps, Matlab
Summarize, visualize, animate

Norm database

Multi-site studies
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Google: handwriting movement software
WWW.Nneuroscriptsoftware.com

Tempe, Arizona, USA
Tel. +1-480-350 9200
Skype: NeuroScript
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L /RQJ SUHVHQWDWIBRMDQQDU® SBHVHQWDWLRQ T T 3RVW

JUNE, SUNDAY, 21(campus of fouillolepo [ *%. 0 faculty of science |

17H30 Registration
18HO00 Welcome party!
19H30 "HESUHE' (&) *+$(,-HE&H10(12!1 15+ (1(%&HBU5 L& *+$(,-+&!6+771+8,(+&4-9

JUNE, MONDAY, 22 :Campus of Fouillole, Faculty of Science, MZhaut EH4 room

08HOO Registration

08H30 Opening SessiorfChair C. REMI)

09H30 Keynote Speech: Pr. RZjean PlamondofChair : A MARCELLI)
Personadigital bodyguardor e-security,e-healthande-learning

10H30 Coffee Break

11HOO0 Oral Session 1: Handwriting Analysis and Recognition {Chair : G PIRLO)

11HOO0 L: An Incremental Approach towards Online Sketch Recognition
IXNDV 7THQFHU ODUWD 5HaQiNRYiIi DQG ORKDPHG &K

11H30 S: Feature evaluation for discriminating handwriting fragments
Claudio De Stefano, Francesco Fontanella, Angelo Marcelli, Antonio Parziale and
Alessandra Scotto di Freca

11H50 Pause

12H00 Poster and Demo TeasefChair : J NAGAU)

12H05 Relationships between Handwriting Features and Executive Control among Children
Developmental Dysgraphia
Sara Rosenblum

12H10 The timing of eyehand movements during signature simulations
AvniPepe and Jodi Sita

12H15 Stress and Motor Learning: Does the Presentation of Physical or Cognitive Stress Int
Motor Skill Acquisition?
Christopher Aiken, Sarah Odom and Arend Van Gemmert

12H20 Subspace method with multi scale wavelet for idmatiion of handwritten lines
Takeshi Furukawa

12H25 Haar like features for query by string word spotting
Nicole Vincent, Adam Ghorbel and Jelsiarc Ogier

12H30 Writer identification xclustering letters with unknown authors
Johanna Putteszczynska

12H35 An assessment of dynamic signature forgery creation methodology and accuracy
Luiz Felipe Belem de Oliveira and Richard Guest

12H4A0 Universum Learning for Ser8upervised Signature Recognition fr@patieTemporaData
IXNDV 7THQFHU 0 DanhtWbhametd Chbrigty i

12H45 Lunch



14H00
15H00
15H00

15H30
16HO00
16H30
16H30

17H00

17H20
18HO0

19H30

Keynote Speech: Dr. Max Ortiz Catalar{Chair : A MARCELL)
Skeletalattachmenandneuralcontrol of artificial limbs

Oral Session 2: Medical Applications {Chair : S GAUCHERCAZALIS

L: Predicting Hand Forces from Scalp Electroencephalography During Isometric Grip
Object Grasping

Andrew Paek, Alycia Gailey, Pranav Parikh, Marco Santello and Jose ConWtab

Poster and Demo Session
Coffee Break (Poster and DerBession)
Oral Session 3: Education and Handwriting 1(Chair : C REMI)
L: Ortho-syllable and syllable affect the dynamics of adjectives handwriting in French
Eric Lambert and Pauline QuZmart
S: How Handwriting Evolves: An InitiZDuantitative Analysis of the Development of Ind
Scripts
Vinodh Rajan
End of the scientific sessions of IGS2015 first day
Concomittant to IGS2015meeting with Guadeloupean actors of handwriting learning
and its rehabilitation (Chair : JL HENRY)
(Free accesglanguage : French)
Theme: 5pDOLWpV HW GplILVY GH OIDSSUHQW
et de la prise en charge de ses difficultZs en Guadeloupe

JUNE, TUESDAY, 23:Campus of Fouillole, Faculty of Science, MZhaut EH4 room

09HO00
09H30

10H30

11HOO

11HOO

11H30

12H00

12H45

14HO0

14H00

14H35

15H05

Registration

Keynote Speech: Dr. Tracy A. HammondChair : E ANQUETIL)

The personahatureof sketchingandtheimpactof sketchrecognitionsystems

Coffee Break

Oral Session 4: Handwriting Analysis and Recognition 2Chair : AFISHCHER)

L: An algorithm based on visual perception of similarity for handwriting comparison
Antonio Parziale, Stanislao Davino and Angelo Marcelli

L: Recognize multiouch gestures by graph modeling and matching

Zhaoxin Chen, Eri&Anquetil, Harold Mouchere and Christian Viat@audin

L: The generation of synthetic handwritten data for improvingrenlearning
ODUWD 5HAaQiNRYi /XNDV 7THQFHU 5pMHDQ 30DPRQ
Lunch

Oral Session 5: Medical Applications ZChair : J VAILLANT)

L: OmegaLognormal Analysis of Oscillatory Movements as a Function of Brain Stroke
Risk Factors

Albert Bou Hernandez, Andreas Fischer and RZjean Plamondon

L: Monitoring Neuromotricity Online: a Cloud Computing Approach.

Olivier Lefebvre, Pau Riba, Charles Fournier, Alicia Fornes, Josep Llados, RZjean
Plamondon and Jules Gagndmarchand

S: A neurocomputationahodel of spinal circuitry for controlling the execution of arm
voluntary movements

Antonio Parziale, Jacopo Festa and Angelo Marcelll



15H25

17H00
17H30
18H30
19H30
21H45

Free time

Bus departure

Botanical Garden Valombreuse
Cocktail (+ surprises)

Gala Dinner

Bus departure

June, Wednesday, 24Campus Camp JacoBmphitheater G Archimedg

8HOO0
10HOO0
10H30

11H30
11H30

12HO00

12H30

13H00

14H20

14H20

14H50

15H20

15H50

14H20

15H50

16H10

Bus departure to Stlaude Campus

Coffee Break / Registration

Keynote Speech: Dr. Jean Luc VelayChair : L PREVOST)
Translatinggraphical movementsinto soundsand music to facilitate handwriting
rehabilitation

Oral Session 6: Education and Handwriting AChair : J-L VELAY)

L: Online Handwriting Analysis with Fuzzy Models

Manuel Bouillon and Eric Anquetil

L: Evaluation of Different Handwriting Teaching Methods by Kinematic and Qui
Analyses

Pierluigi D'Antrassi, Agostino Accardo, Paola Ceschia, lolanda Perrone and
Carmen Mandarino

L: Exploring the Kinematic Dimensions of Kindergart& KLOGUHQ IV 6F
CZline Remi, Jean Vaillant, RZjean Plamondon, Lionel Prevost and ThZrZsa D
Lunch

Oral Session 7: Forensic Sciences(Chair : A MARCELL)

L: A Dissimilarity Measure for Oikine Signature VerificatioBased on the Sigma
Lognormal Model

Andreas Fischer and RZjean Plamondon

L: Hyper-spectral Analysis for Automatic Signature Extraction

Muhammad Imran Malik, Sheraz Ahmed, Faisal Shafait, Ajmal Saeed Mian, Ar
Dengel, Marcus Liwickand Christian Nansen

L: Stability/Complexity Analysis of Dynamic Handwritten Signatures

Giuseppe Pirlo, Donato Impedovo and Tommaso Ferrante

Pause

Oral Session 7: Forensic Scienc&s(Chair : H HARRALSON)

S: Characteristicef Constrained Handwritten Signatures: An Experimental
Investigation

Giuseppe Pirlo, Donato Impedovo and Fabrizio Rizzi

S: Handwriting and Visual Impairment: A Forensic Analysis of J. S. Bach's
Signatures

Heidi H. Harralson, Clare Kaufman andartin W. B. Jarvis



16H30

16H50

17H10

17H30
18HO0
18H45

S: Training and SegmentatieRree Intuitive Writer Identification with Task
Adapted Interest Points

Angelika Garz, Marcel WYrsch and Rolf Ingold

S: A Survey of Forensic Handwriting Examination Research in Respotise NAS
Report

Heidi H. Harralson, Elizabeth Waites and Emily J. Will

Pause

Award & Closing Session(Chair : R PLAMONDON)
Farewell Cocktall
Bus departure



Invited Presentations

Prof. RZjean Plamondon)GS 2015, Honorary Chair

'LUHFWRU 6FULEHQV /DE

%LRPHGLFDO 6FLHQFH DQG 7THFKQRORJLHV 5HVHDUFK &HQWUH *56
'"HSDUWPHQW RI (OHFWULFDO (QJLQHHULQJ

(FROH 3RO\WHFKQLTXH GH ORQWUpDO &DQDGD

Emal UHMHDQ SODPRQGRQ # SRO\PWO FD

Titte: 3HUVRQDO 'LJLWD G HFARKG\WIWDUGY¥HBOWK DQG H /HDUQLQJ

Abstract: ,Q WKH IRUWKFRPLQJ \KDQ& KMIOK XEDLE CEHWRQRIQ GD BIR Q
WKHLU LQFUHDVHG FRPSXWLQRDSRZHIH C5QI® |HRERUIPFDERERMMVS B 1D OV
FRQYHUW WK H VRérs@nell Yoighad Body@#'d® PDBY ~ 3'%V ZLOO SURWHF\
VHQVLWLYH GDWDIEZEDW LRGQ QB WRNLHG M BHITK\L B [P\NDRX VI BENBINWLH-FDX/
KDQGZULWW H Qe-8e8@i#& 8¥G SHUIRUP ZRGGUWSERWQLMILRD WR P
ILQH PRWRU FRQWUR® WAKHLV¥K FD QL GH WEFR@ItH H,DOWKH KDREEC
FKLOGUHQ WKHVH WRROV ZHP QV R/ OHD U QWMBRY GUR \DAGHHHE® & MQUIL
EHFRPH EHWWHU Z((eH&¥HilY DQG VWXGHQWYV

$W 6FULEHQVY ODEREBWRUY RAHNK@@YYIHRQ VRPH RI WKHVH
\HDUV GLUHFWO\ RU L Qgndkhality Pkindpled G HG LIBNWYXHPSOHVW |
IXQGDPHQWDO SUtéIbghbrmdlity Dfihel Wewdikudadlar impulse responses is a

basic global feature reflecting tle behaviour of individuals who a&e in perfect cantrol of their
movements $V D FRUROODUF DIOOQAHI R/ IR (H VCKVWALE D O L IFRRDA'YW K J H C
ORJQRUPDOLW\ PRWRU FRQWWRPDQHPH QIQQVHIUG UR WRG FIX\L O
ORJQRUPDOLW\ 7KHQ IRU WKW XXHDWHDGIXDWVW ~RVDWKHDG YDA
WR FRQWURO WKHLU PRYH®8 QYWHD O)W & DLO/Y\X HDW LMIAWHDNMH D
IURP ORJQRUPDOLW\ LV DQWLFLSDWHG

JURP D SUDFWLFDO SRLQWRIRDRI®RUPDIOHLWRSBERSWGHY D F
LQWHJUDWLYH VWDQGSRLQW WR JVQ DFM XAKIHW IS Y RE@H G W LR
KDQGZULWLQJ JHQHDDG LRYD WHIERI QTRLMVR RH\QRWH SUHVHQW
UHVXOWLQJ PHWKRGR O R DM VK FROXS0 @&/ B BPCRHOW HW KW L @ OF KL J |
SDWKZD\V ZH KDYH GHFLGHGRDR® IREBBHA WHR \WMDEK WRZVD QG
QH[W PRYHV 7KURXJKRXW WKHWLYENHIWRKHNZRWRGELBGH KRD
VRPH VSHFLILF SUREOHPV ZLOO EH SRLQWHG RXW HPSKDVL
LQWHUQDWLRQDO SDUWQHUYV
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3:-8"=(721.*2*21B(-('(2! (-1 AHS(:# (N@77).":9#11:"1%-ICDDC* O#H QU ! 8/#5#I("8;#-81:9!
67H#$8"%$(7! (-'1 B:;|@8#"16-,%-##"%-,19":;) COIIDBH! (-'1."#1%'#-8! :01 L$: 7#! .. 7T084S/-%M@#! 9":;!
CDDH!8:!QRRQ*! O#%11-:SIO#('1:9!>(A:"(8:%"#! (S 80T~ 18%8 @8%:-*1 47,1 8/# &("%: @1! 18(,#1
J%LIS( 20 OHLL" T (- - (Bt AR#E-1S: " T%- 1 96(88H"- 1 U#S:,-%8%: -1 ("8%$@7("70!:-18/#118@'0!:9!
B Yo- - #-( (<1 ARI(&%:" %-1A%:7:,%$(7! (-11/01%$(7! 1028 :%68%- | &("%: @1! $:-&#" #-$#!
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Jean-Luc Velay

&RJIQLWLYH 1HXURVFLHQFHV /DERUDWRU\ PHPEHU
&156 SHVHDUFKHU

$L[ ODUVHLOOH 8QLYHUVLW\

Emal MHDQ OXF YHOD\ # XQLY DPX IU

Title: 7UDQVODWLQJ JUDSKLFREQBRY IDRHQWXVLEWRR VIDFLOL
UHKDELOLWDWLRQ

Abstract 7KH PDVWHULQJ RI KDQGRZULWRG I HW\ WRK B WV H\WY W
ILQG QHZ PHWKRGYJ IRWV | DFHDU@GIDQNLR QG 8BH MIRE IQORANV DW K H
KDQGZULWLQJ ZDV H Y'YDLO/KDW HIGQ MSRIFOM/MKR QD R G LVRAWO IFUJR_FE LW K
WKDW JHQHUDWHYV VWHKBEWODWM WIRO RRKQRVR IYHRI BVMHQKAHY JFUDIBIXW O \
WKH TXDOLW\ RI WKH ZULWRQH HHZA WHE K QRIFRILHNK H P SRIU H (
VXSSO\ WKH WKHUDSLVW ZLOMK VOKIZ U DWW B WEALIWAR RVERED0E/U D
IHHGEDFN ,Q SDUWRGXD® UX VWX QRWICH REPU B E RRQY ROV R L Q
PRYHPHQW ZLWKRXWLG U UHFRWKO W KGO WFLIBVDIOY B Q B HSSLEFDFUNL R) X
WKH G\QDPLF IHDWXUHV RI WVROODINO\PDISBUWREHPDWBUWHDQ)
VSDWLRWHPSRUDO FKRWDHF®HWLWWLFWRBLL OS® D\ | XD HFKD X
VRXQGV DUH SRWH QWPLRVOLION DR LHR WAKYLHDGRHIEQ R QV 8 DK \B VWX O T
ZLOO SUHVHQW H[SHULPH QMDA RWPWQ JVXUQHWVWYWQF WR D WD BQ
EH D UHOHYDQW WRRO DOORWIKG DL WXB ODSYVWVWR HFRW®WSRH
DXGLWRU\ FRQWURQWRIQW KHR YKPGQ@IVU FRD B L VE\R W) K U VGXO W
SURSULRFHSWLYH ORVV DQG GXWI1WDS KD ¥ WH W (DGUEH QL BVKHPIREJC
ZLWK WKH DLG RDM®NXGIHVRUR SRMB EW K DAVPWDR XEQIG X VBIGGDR' XY LS
ZD\ WR DVVLVW KDQGZOHWVUQLP@RDPIQBHUHKDELOLWDWLRQ

Biography: , UHFHLYHG D 3K ' GHMIURA £l ABDXWHLOFOH @G HY H

$IWHU D SRVW GRFWRUDO IMRWD RO L3Q J9 XWVLAHL W& HO VX3 @ L
VWXGLHG Y MVDARDQPD DBHE RHFIX O R ZBW RWH FRGWHWEW DN QI HRWP DIV H I
WKH ) WH)é for Scientific Research & 1 5 6 LQ , DP FXUU
I1HXURVFLHQFHY /DERUDWRU\ LQ ODUVHIHHH VWX IGQ U Q/H YWHIH
DQRG H\H SURSULRFHSWLRQ \ESROWK ISH P RMIRWL RRQWQURXOPDQG, E
WKH FRQWURO RI D SDUWLFXCDW PRFPAREQ WDOHZYLAILQD 8\
XQGHUVWDQG WKH FRIQLWYLR®YDBGGL ) UKNIREGECSIHWR IFRIOVHYG L H U
DQG WKH LQWHUFRQQHFWLRQV EHWZHHQ UHDGLQJ DQG KD
FRIQLWLYH DQG FHUHEUDOHPRQQH TKRI'RIFHNV VWRIRRY KMDRL®AFGIL Q
DGGLWLRQ , KDYH EHHQ ZRUWNURXERGIWRRB GK WMKGZWUWLWLQN YV
WURXEOHYV DV G\WOH[LD DQRBQGEYVHRRGIHRHY WRO FRRUBERDW
WHDP LV WKH UHODWLRQVKRG \D 8 BWSZAHHHMH FWYR KX DLORGE/ RN O D
:H XVHG PXVLF DV D PHDQV WU RMHEOXXHVY. QI CDQOXDPUH FKLOGU
QDWXUH KDQGZULWLQJ LV DQKLEPWHO H-E VIFHS O IRQ B W\H \DX\E M H
ZLWK (GXFDWLRQ 6FLHQFHV GQAFOWMRLIFDNO QN XFKRROORRIL\V WV
5HFHQWO\ ZH ZHUH ORRNLQJLIRIR WRHS RHRVW 2Z/WWDMWWHY\ DVERF
ZULWLQJ PRYHPHQWY 7KDQNW WRXKY WR 6 DD  RU DAH. R\QU DLAWKI
YDULDEOHV LQWR WRXDIGWKVWR ELRSISTH\GHRFN DERXW KDQGZUI
SURPLVLQJ WR KHOS FKLOGRHHWWALUN KH IBOV ZIKIDSK LIDV VODRW D
PRYHPHQWY , FR KRVWHG WKHMR® ) USDREFH 0W\REHMWW.IDL Q W H U
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Abstract. In this paper, we present a novel method for recognition of handwritten sketches. Unlike previous
approaches, we focus on online retrieval and ability to build our model incrementally, thus we do not need to
know all the data in advance and we can achieve very good recognition results after as few as 15 samples. The
method is composed of two main parts: feature representation and learning and recognition. In feature
representation part, we utilize SIFT-like feature descriptors in combination with soft response Bag-of-Words
techniques. Descriptors are extracted locally using our novel sketch-specific sampling strategy and for support
regions we follow patch-based approach. For learning and recognition, we use a novel technique based on
fuzzy-neural networks, which has shown good performance in incremental learning. The experiments on state-
of-the-art benchmarks have shown promising results.

1. Introduction

"It is better to see once than to hear a hundred times." Is saying old Russian proverb, which clearly favorizes
visual form of communication. Since ancient times, it was specifically sketch, which allowed people to
communicate visual information, record memories. Even after thousands of years, sketching is one of few ways,
how majority of people can render their mental images (see Fig. 1). Since direct visualization of mental images
usiQJd 3PULHD® GLQJ ™ W Hieakydrogpessivig (Niyawaki et al., 2008). Though they are far away from
practical use and therefore sketch is the momentarily the best option for a human being to capture mental image.
Also, as proved by recent research results (Walther, Chai, Caddigan, Beck, & Fei-Fei, 2011), sketches are sufficient
enough to create stimuli at the same level as real-world images. This fact also justifies our choice of features based
on edges.

l. Il.

Figure 1. I. Sketches through the history. a) cave painting b) sketches from Leonardo da Vinci ¢)
sketches from Pablo Picasso; Il. Examples from our database

Unlike batch approaches, our approachstmt rely on the fact, that the whole dataset is available a priori.
In real-world, applications should be adaptébléhe user, and it should be intelligent to learn new examples. To
KDYH RQH PRGHO ZKLFK UHSUHVHQWYV WKH V\VW HIie sdachintystdmnh LV QRW
PRUH DQG PRUH KLV SHUIRUPDQFH LPSURYHVY DQG WKH ROG PRGHO
performance anymore, as noted before for gestures. Therefore, we aim to develop a model, which can learn
incrementally and adapttousef V GUDZLQJ SHUIRUPDQFH $W ODVW HYHQ WKRXJK £
variety of data, this statement is not always true for commercial applications. Once sketch-based interaction is
LQWHIJUDWHG LQWR WKH V\VWH Pinglp@ffo@riditit€&as SabR as poSsll, With diNidun vV V N H
number of examples. Therefore, our second motivation in the learning part of our work is to learn from scratch,
with a minimum amount of prior learning data.

Prior works in the area of sketch-based focused mostly on area-specific recognition of sketches within very
limited domain. These include user interfaces, chemical diagrams, architectural designs, faces or mathematical
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equations (Caetano, Goulart, Fonseca, & Jorge, 2002) (Ouyang & Davis, 2007) (Tang & Wang, 2004) (Jr &
Zeleznik, 2007). Therefore presence of structure and prior knowledge about the domain allows high recognition
rates in these cases. Other prior works focused on more general applications and they approached sketch
recognition independent of the domain of application. These techniques, are usually based on graphical models
(T. Sezgin & Davis, 2007) (T. M. Sezgin & Davis, 2008) (T. M. Sezgin & Davis, 2005) (Alvarado & Davis, 2004)

and require significant amount of data during the training phase, or they generate training data artificially by
applying noise function to examples (T. M. Sezgin & Davis, 2005). Since we are aiming incremental learning,
none of these approaches satisfies our primal condition on a good performanadowitiimount of data. The

most advanced approach so-far was introduced by Eitz (Eitz, Hays, & Alexa, 2012), although this one processed
images in batch-manner; thus no incremental learning was performed.

2. Sketch Representation

As aninput for our recognition system at learning and recognition stages is a binary image, which represents
sketched image. In our method we focus on descriptors, which emphasize information abundant in sketches, that
is edge orientation. After experimentation with various descriptors (Histogram Of Gradients (HOG), Edge
Histogram Descriptor (EHD)), we observed best results for Scale Invariant Feature Transform (SIFT) descriptor
and therefore we decided to use it in our method. Although original SIFT method as presented by (Lowe, 2004) is
composed of two separate parts, interest point detection and feature extraction, we need to adapt the original
technique for application to sketched images.

Our proposed descriptor is patch-based and calculated on local support region. Since many previous
applications used densely sampled small regions, in case of sketches we need to lean toward larger support regions,
because small regio® not capture sufficient amount of sketched regions. Size of our region depends on size of
the image and amount of sampled points, so that area covered by sampled patches3s divalt E | @ size

of theimage ( 4 SE @ PAHEIIP4ID.E IC 4 OE ® A3J 4 L K B. W @ave experimented with different amounts

of sampled area and we have found minimal gain in increase over 50, al#rmingtease in computational cost
was significant. This yields for images of siz&v xHt w>as they are stored in testing dataset, size of support
region that accounts fof” of total image area for each patch, which is at size of about 70 pixels with 600 sampled
interest points.

Our main adaptation for SIFT-like descriptors for sketches lies in a change of interest point detector. As
noted by (Eitz, Hildebrand, Boubekeur, & Alexa, 2010), most prominent interest points lies on sketched lines. We
would like to add an assumption, that it is also in between and in close distance to sketched lines, where we can
find fine regions to sample interest points. Therefore we propose interest point detector, based on importance
sampling on, between and around sketched lines aitlit gradient between importance of different regions.

Once we have obtained sampled interest points, we calculate a descriptor on a given support region. We
subdivide the image intor H gvid and calculate orientation histogram for each of the regions. Final descriptor is
created by concatenation of the histograms for all of the regions, contribution of each pixel to the histogram of the
region is weighted by Gaussian placed in the middle of the region. Normalization is applied to achieve better scale
invariance. The final representation of the image is then collection of featfurés ;5 vhere Bjis descriptor
extracted for single local patch.

The final descriptor for representing sketches is calculated based ofrlvagds representation. For this
representation, we first need to acquire a visual codebook, which we will use to encode the sketch. We construct
the visual codebook by clustering the space of descriptorsGdisjunct clusters, so the inner cluster scatter is
minimal. The vocabulary of visual words is then represente@at. (= R

Once we obtaing then we can represent the image as a frequency histogram of visual words, where each
extracted descriptor is assigned to the nearest bin giyelistance. Although this can be further improved by
FRQVLGHULQJ 3VRIW" UHVSRQVH KLVWRJUDP ,Q WKLV YHelaivie Q RI WKH
distance to each of the visual words, this is accumulated for all the extracted local patches. Gaussian kernel is used
to determine the distance between visual word and a given sample.

3. Sketch Recognition

For the recognition part, we use an online learning model, where the samples are learned incrementally and
inference is calculated in real time. Thus, we will divide this section into learning and inference and describe the
method used for this work. The whole model described in this paper is a hybrid ART (Adaptive Resonance Theory)
and TS (Takagi-Sugeno) fuzzy neural networks originally created for online handwritten recognition.

Leaming of the model is composed of two parts: generating rules for TS network and learning parameters
of the rules. Generation of the rules is thus driven by ART-2A neural network, which is self-adaptive unsupervised
clustering method. Here, the number of rules is not necessary set and does not equal the number of classes in the
system. This is following the fuzzy logic, where all classes are defined by the possibility of occurrence within each
rule.
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The learning process of rule manipulation is based on an update of committedarcéesénof resonance
and generating ai new rule inacase of reset. To decide this, a choice function (1) is compared with a vigilance
O If (2) is satisfied, resonance occurs, otherwise the reset is detected.
TRSy EBEBJQ@WBEKIIEPPK@ A
x (1)

L~
i UR E EFEGJ@KHEJ?KIIEPPR@A

b@b 3 @)
GLIZTRRE
Then, the rule to be updated is either winning one (if resonance) or a new rule (if reset) and the update is
performed (3), whereSzis a weight vector anda learning parameter. 3
SRPeL & :A@TE:sF & GBR1*
After clustering updates, the TS network is to be learned. Each rule is in a form of (4), where both IF and
THEN (antecedent and consequent) parts are learned separately. For antecedent part, we are using the incremental
density update (5)7
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When learning the THEN part, the learning is not competitive as in the previous parts, but based on fuzzy

logic. Thus, for each sample all the rules are updated with a proper incremgnt (8-9
ToL Tae-E WUTKUF TgelbToa Tyl [&)_ ®)
% s ALTUT' Y6 o
SE WT % T
~ The inference if based purely on TS fuzzy network, where as shown in (4), the fuzzy results of each rule

Lgare calculated as linear combinations of proper parameters and input sample. Then, their results are weighted
by the antecedent density (5) and a final inference for every class in the system is @i€yividtea the choice of
the winning class is set by the maximum over all suach inferences.
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5. Experiments and Results

In this work, we have used staiéthe-art dataset of sketched images collected by Eitz (Eitz et al.,.2012)

It consists of 20,000 sketches in 250 categories (see Fig. 1). Categories consists of objects regularly encountered
in everyday life and are aimed to capture general semantics of objects. Best reported results on this dataset are by
(Eitz et al., 2012) at 56% (where chance is 4%), although it processes the data in batch manner, not in incremental
manner.

We evaluate the performance of our system during the whole process of learning, thus precision should be
high with every incoming sample. As evaluation criterion, we use several metrics. First criterion is simple accuracy
evaluated aaratio correctly classified element over total number of processed elements until curreRj ltme
second criterion, we change the success recognition criterion. We consider an example to be recognized correctly,
if correct label is one of firsfireturned examples, wherHs set to bet * of total number of classes. At last, we
use fall-off function to increase the effect of recent errors and decrease penalization for errors, which happened in
adistant past. We use two falloff functions, linear and Gaussian with a cut-off threshold at 95% of values.

As we can see Fig. 2, our results are very promising, although at the beginning of the training the
performance is low. This is mostly due to low number of examples present for a given class. Also according to our
observations, errors are more frequent, when new class is introduced. Using evaluation criteridrsafriples,
we can see increased accuracy, even at the beginning of training. One can observe qualitative results in Fig. 2
where we present top labels for selected queries. At last, we can see the recognition rate for the whole learning
process in Fig. 2. Decreased performance in the beginning is caused by insufficient number of labeled samples.

Our method is capable of performance in real-time and execution of incremental learning and recognition
of asingle example takes about 340ms on standard desktop PC.
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Figure 2. a) Results of the recognition algorithm, showing top 4 results. True label is
highlighted in red. b) And Recognition rate evaluation, comparison of our method and the best result of
state-of-the-art Eitz2012 method

6. Conclusion and Future Work

We presented a method capable of retrieval of sketched objects of everyday life. This method can process
incoming data in incremental manner and is capable of learning the representation of classes in interactive and on-
line mode. This is achieved throughombination of special sketch-specific features and incremental fuzzy-neural
learning method. Up to our knowledge, there is no sththe-art method capable of incremental learning of
sketched images, which can over-perform our technique.

Although our system is working in incremental manner, it still needs pre-processing to obtain the codebook.
To remove this obstacle we need to devise an efficient unsupervised incremental learning algorithm, so besides
incremental learning in feature space, we can also construct incrementally the visual codebook. Also the
representation of the codebook itself is shallow, and we may consider higher level hierarchy to represent composite
primitives as hierarchy levels in the codebook, so we can achieve higher rate of recognition. At last we are looking
into combining visual and semantic retrieval for sketch-based image recognition, thus we will develop an approach
to combine these two slightly distant metaphors.

The authors would like to thank to SSHRC Canada and NSERC Canada for their financial support.
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Abstract. The largemajority of methods proposed in literature for handwriting recognition assume that
words are produced drawing large parts of the ink without lifting the pen, other than horizontal bars and dots.
This fundamental assumption, however, does not always hold: while some educational systems provide
explicit training for producing continuous handwriting, minimizing the number of pen-up during the
production of a word, others do not. As a consequence, whenever the handwriting presents pen-up within a
word, the recognition performance can drop significantly. In a preliminary study, we presented an algorithm
for discriminating among different types of ink appearing in handwriting, namely isolated characters, cursive,
dots, horizontal and vertical bars, based on the use of a suitable set of features. In this paper, we have
characterized the discriminative power of each considered feature according to different measures and we
have proposed a method for combining the different feature rankings. We have also used the FischerOs Linear
Discriminant Analysis (LDA) for exhaustively selecting the best feature subsets with increasing number of
features. Finally, we have compared the results obtained by using the feature subsets provided by LDA with
those obtained with the feature subsets selected according to our feature ranking. The experimental results, on
different datasets of handwritten words, showed that our approach successfully achieves its aim allowing to
reduce the computational cost without affecting the overall performance of the recognition process.

1. Introduction

Handwriting generation studies, and more in general studies on motor control and trajectory planning, show that
the complex mvements involved in handwriting are composition of elementary movements, each corresponding
to an elementary shape or stroke. Such strokes are drawn one after the other during handwriting and the fluency
emerges from the time superimposition of them (Plamondon 1995, Grossberg & Paine 2000). Following this line
of thought, we have conjectured that handwriting recognition can be achieved by providing the system with a
reference seti.e. a set of words whose transcripts are given, decomposing each of the reference word into
strokes, and matching the strokes with the transcript so as to associate to each of them the ASCIl code
corresponding to the character the stroke belongs to. Once the reference set has been provided, handwriting
recognition can be achieved by looking within the unknown word for sequences of strokes whose shape
resembles that of sequences of strokes found in the reference set, labeling the sequence of the unknown as the
matching ones in the reference set, and then combining the labels according to the writing order (De Stefano &
al., 2010).

There are cases, however, when our conjecture does not hold. Those are the cases when the word is not
produced by keeping the pen-tip in constant contact with the paper, so to have a continuous ink, but lifting the
pen here and there while drawing. While such a habit is still within the domain of handwriting generation
models, that can explain why and under which circumstances such a behavior appears, it may produce undesired
effects in our prototype. Because of the pen lift, in fact, some of the movements do not produce an ink trace on
the paper, and therefore some of the strokes are missed. So the sequence of strokes cannot be reconstructed
completely, and some of the invariants may disappear, compromising the results of whole process.

To deal with those cases, we proposed in a preliminary study (De Stefano & al., 2011) a method for
extracting from a word image the sub-images corresponding to pieces of ink produced without lifting the pen.
Each sub-image was described by a suitable set of features and then classified as cursive, isolated character,
vertical line, horizontal line, dot or noise. According to this approach, sub-images corresponding to cursive
fragments can be processed as described before, while those containing characters can be passed to an OCR
module. Thus, the recognition of the whole word can be obtained by composing the results of each module
according to the position of the corresponding sub-images in the word image.

To better understand the effectiveness of the above approach, in this study we have characterized the
discriminative power of each considered feature in classifying the pieces of ink produced without lifting the pen
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as isolated characters or cursive. The basic motivation of our work is to answer this main question: Ois it possible
to describe handwriting movements just analyzing static images?O We will show that with a suitable set of
features extracted from the original images itOs often possible to associate each pieces of ink to one of the above
two classes.

The remainder of the paper is organized as follows: Section 2 describes the set of considered features,
Section 3 illustrates the feature evaluation measures, while the analysis and the discussion of the experimental
results, together with some concluding remarks, are eventually left to Section 4.

2. Feature desciption

The aim of the feature extraction process is that of allowing the classification of connected components of ink
traces, possibly producdxy writers without lifting the pen, in two main classes: isolated characters and cursive.
The basic idea is that a simple shape is generated by a simple motor program. The simpler the motor program,
the smaller the quantity of ink the connected component contains. However, in order to improve the fluency of
handwriting, a writer may introduce extra strokes, or ligatures, to connect the last stroke of a character and the
first of the following one, instead of lifting the pen between the final point of the former and the initial point of
the latter. Accordingly, we expect that images of isolated characters will contain less ink (and less strokes) than
those of cursive, and that the ink will not span prevalently along the writing direction (De Stefano & al., 2011)

In order to estimate the features of connected components of ink traces, we proceed as follows: The word
image is processed for extracting the bounding box of each connected component (see Figure 1a). Then, each
component is analyzed by considering its size, the number and the distribution of its black pixels and the size of
the word it belongs to (see Figure 1b). In particular, we consider the coordinates of the top-left and bottom right
vertices of the bounding boXgin, Ymin, Xmax, Ymay, the width and the height of the bounding bWy,

Hcomp, the total number of pixels and the number of black pixels included in the bounding.hex BPeomp.
the width ad theheight of the bounding box of the word (¥ , Hword)-

Starting fromthese basic features, an additional set of features is computed, whose description is reported in
Table 1. The featurddR, AR andPARare meant to capture the spatual, and hence the temporal, extension of the
handwriting, while=F is meant to capture the spatial density of ink.

In order to evaluate the shape complexity of the ink trace, we have considered the number of transitions
between white and black pixels along consecutive rows/columns of the component. These values have been
arranged in two histograms, namely ink-mark on the horizoiMg) @nd vertical M,) axis, where each bin
represents the aboveimber of transitions for a grodipalong a row or a column, respectively (see Figure 1b).
These features can be seen as a measurement of the complexity of the ink: an empty or flat ink-mark on both
horizontal and vertical axis suggests that the component presents scattered black pixels and is likely to be noise,
whereas higher values correspond to more complex shapes.

Finally, we have estimated the center-zone of the word and we have considered as features the y-coordinate
of the upper side of the center-zone (say.fd. Table 2 summarizes the whole set of considered features.

Figure 1: the image of word "Trani" with the bounding box of each connected component and the center
zone; a connected component extracted from the word image (right).

Table 1: description of additional features

height ratio (HR) aspect ratio (AR) proportional aspect ratio (PAR) fill factor (FF)
HR — H comp AR - M PAR: Wcomp FF — Pcomp
H word H comp word BPcomp

Table 2: the set of adopted features
F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12
IMy IMy Xmin | Ymax | BPcomp| FF AR | Wyord | Hwora | HR PAR | CZymin
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3. Feature evaluation

Two different approaches have been followed for evaluating the effectiveness of each feature and for
identifying the subset of them having the highest discriminative power. The first approach is based on the use of
standard univariate measures, while the second one uses the FischerOs Linear Discriminant Analysis (LDA).

In the first case, we have considered five standard univariate measures, where each of them ranks the
available features depending on their ability in discriminating pieces of ink belonging to either isolated
characters or cursive. In our study, we have considered the following univariate measures: ChG§y(lare (

& Setiono, 1995), ReliefR) (Kononenko, 1994), Gain Ratid&sR), Information Gain IG) and Symmetrical
Uncertainty §U) (Hall, 1999). The final ranking of all the features is computed by using the Borda Count rule,
according to which, a feature receives a score that depends on its position in the rankings provided by each
univariate measure. Once the final ranking has been obtained, subsets including increasing number of features
(topl; topl and top2; etc.) are used by a Support Vector Machine (SVM) classifier for testing their
discriminating power.

The second approach for evaluating the behavior of subsets including increasing number of features is based
on the use of the FischerOs Linear Discriminant Analysis (LDA). In this case we have exhaustively generated
from the 12 available features, all the possible subsdtslistinct features, without repetitions, varying k from 1
to 12. Thus we created 4095 feature subsets, including 12 sets with only 1 feature, 66 sets with 2 features, 220
sets with 3 features, and so on up to the only set of 12 features. For each subset, the separ&ibatineex
the two classes has been computed. DenotingOnatid1 the two classes to be discriminat&ds defined as the
ratio of the variance between classes to the variance within classes, using the mean yqataadithe
covariance matrices,, ! ; of class 0 and 1, respectively, ahd is described in (De Stefano & al., 2014)

r.r.r
S: betwwen:(_! (lJ-l uo))

n 2 !IT(!1+!O)!I

within

2

The paramete®is a measure of how well the feature subset is able to discriminate between the two classes.
It is worth noticing thatS is a non-decreasing function with respect to the number of features included in a
subset. This is the reason why we used S for ranking subsets including the same number of features. Once the
best subset includingdistinct features has been determined using the paraSg@téh k ranging from 1 to 12),
we used once again the SVM classifier for testing the discriminating power of that subset.

4. Experimental results

In order to ascertain the effectiveness of the proposed approach, two real world datasets involving handwritten
words have been takemtd account, namely RIMES and ELSAG database.

The RIMES database is a publicly available dataset used for performance evaluation of handwriting
recognition systems (Grosicki, & 2008). It is composed of French words written by more than 1300 volunteers.
To validate our algorithm, we extracted 4047 words from the test set and we showed them to 6 human experts.
For each word, an expert had to classify manually each connected component and provide its transcript. At the
end of this process, 9869 components were manually classified and transcribed, 5101 of them were cursive and
4768 isolated characters.

In the ELSAG database, a set of images representing postal addresses, acquired at 200/300 dpi, was
processed in order to segment single words. Then, from each word, the connected components of ink traces,
corresponding to cursive or isolated character, were extracted and described by using the above mentioned
features. Moreover, in order to evaluate the classification results, each fragmented word image has been shown
to 10 experts, and they were asked to label each fragment, to produce the ground truth. At the end of this process,
a dataset of 26143 labeled samples has been obtained, containing 15838 isolated characters and 10305 cursive.

Feature evaluation based on the univariate measures has been applied to both databases, producing the results
summarized in Table 3. Similarly, LDA approach produced the results reported in Figure 2, where the
occurrence of each feature in the optimal subsets selected by LDA is shown. On the basis of these results and
applying the previously discussed criteria, we obtained for both evaluation approaches, 12 subsets with
increasing number of features, starting from the one including just 1 feature to that including all the 12 features.
The effectiveness of each feature subset has been evaluated by implementing a SVM classifier using those
features and measuring the recognition performance. In particular, we used for the SVMOs the standard algorithm
of regularized Support Vector Classification (C-SVC) with a Radial Basis Function kernel. The classification
results reported in Figure 3 refer to the application of the 10-fold validation approach and show the plot of the
recognition rate as a function of the number of features.

The analysis of these results confirms the effectiveness of the considered features, allowing us to obtain a
maximum recognition rate equal to 92.55% and 93.65% for RIMES and for ELSAG database, respectively. The
data in the plot show that satisfactory results can be obtained even considering only the top 3 features according
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to the Borda Count overall ranking: in this case, in fact, a recognition rate of about 90% is obtained for RIMES
database, while a recognition rate higher than 92% is obtained for ELSAG database. It is worth noticing that the
results of the Borda Count are comparable, or in some cases better, than those obtained by the LDA. This aspect
is particularly meaningful since the univariate measures combined by the Borda Count perform the feature
ranking considering one feature at a time, while LDA performs an exhaustive search considering all the possible
feature combination, thus implying a very high computational cost.

Future work will include exploiting the information about the classification reliability. Such kind of
information would allow the designer of the system the implementation of a reject option for accepting only the
high reliable classification on the basis of few features, thus limiting the use of more complex and
computationally expensive feature only to the confused cases.

Table 3: Feature ranking according to the Borda Count overall measure. For each row, the leftmost value
indicates the best feature , while the rightmost value denotes the worst one.

I"#$% " 1SH 190% 1&H ' H 1YH \(H ) H 1%H 1% 1+H | #H
$&%'( "H1$H 190% 1" H 19H 1&H \(H19H DH L H 1+H 1%

Figure 2: Occurrence of each feature in the optimal subsets selected by LDA for RIMES database (left)
and ELSAG database (right).

Figure 3: SVM classification results with 10 fold validation on features subsets for RIMES database (left)
and for ELSAG database (right).
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Predicting Hand Forces from Scalp Electroencephalography During
Isometric Force Production and Object Grasping
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Abstract. In this study we demonstrate the feasibility of predicting hand forces from brain activity recorded
with scalpelectroencephalograpi{EEG). Three ablébodied subjects participated two tasksanisometric
force productiortask and a graspandlift task using unconstrained and constrained geasfye found that
EEG electrodes spannimgntral areas of the scalp were highly correlated to forceregdetories. Moreover,
EEG grand averages in central sites resethfdece rate trajectogis as opposed to for¢ejectories The
graspandlift task resulted in higher decoding accurackemntthe isometriéorce productiortask:for each
subject, mediamccuracies fothe isometricforce production taskvere r=0.31 and r=0.4®hereas radian
accuracies for unconstrained grasping were r=0.61 and ra@d#r constrained grasping were r=0.86d
r=0.59. Such results could lead to an understanding of the neural representatiortheekimutrol ofhand
forces and could be implementedtlire neural control aflosedloop handbasecheuroprostheses
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Ortho-syllables and syllables dfect the dynamics of adjectivehandwriting
in French

Eric LAMBERT #andPaulineQUEMART ?
&University of Poitiers CNRS
MSHS
5, rue ThZodore Lefebvre
86000 Poitiers, FRANCE
eric.lambert@unipoitiers.fr, pauline.quemart@unipoitiers.fr

Abstract. Some research on written production has focused on the role of the syllable as a processing unit.
However, the precise nature of this syllable unit has yet to be elucidated. The present study examined whether
the nature of this processing unit is orthodpiag(i.e.,the ortho-syllable) or phonological. Thirtywo native
Frenchspeakersvere askedo copy adjective®n a digitizr, successivehadding a plural and a feminine
oneletter morpheme to the same adjective. The adjective agreecoeid modify the structure ofboth
phonologicaland orthographisyllables, onlyortho-syllabic structure or leave both unchangedWhen the

change modified only the orthograplsigllablestructure there was an increase in duration at the letter before

the syllable bounds. By contrast, when adding a letter changed both orthographic and phonological
structures, an increase the duration ofthe interletter intervalwas observedimportantly, the increase in
duration cannot be explainedclusivelyby the addition of adltter because the addition of a plurdlection

did not significantly influence the dynamics of handwritten production. These results are consistent with the
idea that orthesyllables serveas a processing urduring handwriting, anthat this type osyllable is specific

to the written code.

1. Introduction

Although many studieshaveinvestigated the nature of thmits involved in processinguring language
activities, very few have examined the nature and format of the units that are involtrexd production of
written wordsspecifically Some recent research suggettat the syllable may be one such processing unit.
Research on handwriting dynamics in aduits revealedthat word writing is regulated by syllable structure
(clvarez et al., 200; Kandel et al., 2006; Kandel et al., 2011; Lambert et al., 2008; Sausset et al., 2012). Kandel
et al. (2006) provided evidence that syllable boundaries within words modulate the timing of motor
programming in the production of French and Spanish wdddsiement duration®i.e., interletter intervals
such aghe time period between the letterandc in the French wordsraceur (OtracerGndtractus(Otractu®))

Pare longer when the two letters occur at a syllable boundarytfe.geur syllable boundarieare indicated by

a dotherenaften than when theypelong to the same syllable.g.,trac.tus). Similar syllable boundary effects
have been found in word dictation and pictaeeming tasks (clvarez et al., 2009), and with keystrokerirals
when typing in French (Zesigat al., 1994), English (Kreineret al., 2008), Finnish (Service & Turpeinen,
2001), and German (Weingartegt,al.,2004). The impact of syllables on the dynamics of word writing has also
been demonstrated loy anayses ofwriting latency (Lambert et al., 2008).

Although there is now a relative consensus on the role of the syllable in handwriting, the precise nature of
this unit is still under debate. One view is that it is equivalent to the spoken syllable. 8disoishes from
phonological mediation view, according to which orthograpkpresentatiancanonly be accessed via prior
retrieval of sounébased codes (Lurjal970). According to this view the processing units involved in the
production of writtensyllables are the same as those involved in spedefter chunks correspond to
(phonological) syllable (Chetail & Mathey, 2010). An alternative approach suggests that written language
production is relatively autonomous with respect to speech (Benai,,2001; Ward & Romani, 2000), and that
the processing units involved in written language production do not derive exclusively from oral language.

Neuropsychologists were the first to introduce the concept of a unit Weh&hilar to the syllable used
in speech, butvhich based on graphemes, not phonemmesnely the orthesyllable (Caramazza & Miceli, 1990;
Ward & Romani, 2000)In French, anutee may affect the orthographic syllabification of a word and increase
the number of syllables in the written form in comparisospgeech segmentation. For example, the vgardedi
(O%turday) is a bisyllable in speech (/sam.di/) but a thadlable word in written language (sa.me.di). It thus
provides a useful means for distinguishing between phonealogitd orthographic syllablesn this context,
Lambert et al (in pres$ asked French adults to cofiyreesyllable and twosyllable words with or without a
mute e on a digitizer. In Experiment 1, th@resence of anutee in final position(e.g, culture vs. couloir vs.
cabine) increased writing latencies. In Experim@atvhich compared words with or without an internaitee
(saletZvs. citron vs. salam), latencies fothreesyllable words(i.e., salam) did not differ from those for two
syllable words containing a schwae., saletd. However,writing latenciesn these two conditionwere longer
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than for twasyllable words (i.e.citron). The results ofthe two &perimentsarguestrongly in favour of a
processing unitvhich is specific towritten production, based on graphemic units rather iarphonological
componentsuchas spoken syllables.

Although they arevery important the resultof Lambert et al (in pres$ leave open the possibility that
the activation of phonological representationsdsponsible for this effeciWhen processing words with an
internal schwa (e.gsaletd the participantsnight have firstactivatel the phonological nucleus of the syllabl
(i.e., the mute), which explains why such words arat processed differently from thresyllablewords.

We thus sought tgatherfurther evidence on the existence of orthosyllalilea new experimentWe
asked undergraduate students to perform gingptask, in which they had to copy French adjectivesaon
digitizer. Their singulamasculine form was presented arcomputer screefe.g., noir, OblackOPRarticipants
had to copy therfirst exactlyand thenwith the additionsuccessivelyof a plural and a feminine morpheme to
the same adjective (e.gnoir B noirs B noire). Three different types of adjectivesere used. In the first
condition,feminineagreementlid not modify the phonological or the orthographic syllable (blgu¢Pbleus b
blewe). In the second condition, feminine agreement changedrthegraphicstructureof the syllablebut not
the phonological structurée.g.,noir B noirs B noire). And finally, in the third conditionfeminine agreement
changed both the phonological and the orthographic structure of the syllabledegb verts Bverte). Note
that in all three conditios, plural agreementequires the addition of a finak but does not modify the
phonological or orthographic structure of the syllallemparison of thge three conditions will shed light on
the type of unit (phonological syllable vs. orthosyllable) that is activated tdugshwriting.

2. Method

2.1 Particpants. Thirty-two undergraduatestudentsparticipated in the experiment. They were all
native French speakers with normal or corredtedormal vision.

2.2 Material. The corpus consisted of a total of 36 adjectihegwere divided into three condition$)
Feminineagreement did not change the syllabic structirthe adjectivee.g.,BLEU /blE/ vs.BLEUE / bIE /
2) Feminineagreement chandehe orthographic structure of the syllable ofdyg.,NOIR /nwaR/s.NOI.RE
/nwaR/. 3. Feminineagreement changed bothet phonological and orthographic structofethe syllablee.g.,
VERT /veR/vs.VER.TE /veR.1/.

2.3 Procedure.The experiment was run on a PC compuwtéh a Wacom Intuos’4 digitizer. Data
were collected usinthe real time analysisoftwareEye and Pen@Alamargot,et al.,2006). The adjective (in
singular- masculine) appeared at the center of the s¢ca®hthe participants had to copy it in upperdatters
four times in a rowdqeeFigure 1) 1) singubr - masculine, 2) singular feminine, 3) singlar - masculine, 4)
plural - masculine All the conditionswere counterbalanced acrgsaticipantsOnly the second, third and fourth
copies were analyzed.

Figure 1. Each @jective was written four timeswb times inmasculinesingularform, oncein femininesingular
form, and oncein masculine plural formThe duration of the letter preceding-{\l and following (N+1) the
syllable boundary as aalyzed, as well as the intéetter interval (ILI)

2.4 Data analysisDatawere analyzedusing a linear mixedeffect model with two fixeeeffect factors
(condition andtype of ggreement) and two randesffect factors (items anparticipants)for each deperaht
variable: ktter duration before the syllabic boundaryXNiluration), letter duration after tisgllabic boundary
(N+1 duration)and interletter interval (ILI).
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3. Results and Discussion.

Table 1. Mean N-1 and N+1 durations and inter-letter interval (in ms)

Condition Dependent Masculine | Feminine Plural
variable

No change N-1 duration 393 (138) | 386 (153) | 394 (146)
N+1 duration 350 (194) | 352 (191)| 347 (176)
ILI 144 (78) 154 (86) 152 (78)
Orthographic N-1 duration 295 (142) | 317 (171)| 299 (150)
change N+1 duration 399 (159) | 378 (135)| 392 (140)
ILI 149 (72) 157 (71) 153 (65)
Orthographicand N-1 duration 367 (138) | 361 (153)| 367 (146)
phonological N+1 duration 378 (122) | 368 (85) 374 (93)
change ILI 147 (71) 168 (87) 152 (77)

In the condition withno change(Condition 1) there was no effect of the type of agreement (singudar
masculine, feminine, pluran the duration of the letter preceding the boundaf®, 2461)=1.19,p = .31, the
letterfollowing the boundaryt-(2,2461)=0.27,p = .76, or the ILI,F(2,2461)=1.27,p = .28.

In the conditiorwith orthographic changenly (Condition2) there was no effect of the type of agreement
on the ILI, F(2,2461)=0.97, p=.38, or on the letter following the boundary(2,2461)=1.17, p=.31.
However, there was a significant effect of type of agreement on the letter preceding the boundary,
F(2,2461)=3.44,p =.032. The mean production time of the letter preceding the boundary was longer when
writing feminine adjectivegNOI.RE) than masuline adjectivedNOI.R), t(2461)=2.42,p =.016 and plural
adjectives (NOI.RS), t(2461)=2,10, p=.036. The two last conditions did not differ from each other,
t(2461)=0.31,p =.75.

In thecondition withboth phonéogical and orthographic chang€ondition 3) there was no effect of the
type of agreement on the letter preceding the boun&é2y2461)=0.04,p =.97,or on the letter following the
boundary F(2,2461)=0.78, p =.46. However, although there wasalso no significant effect of type of
agreement orthe ILI, F(2,2461)=2.13 p <.12,ILIs at the critical boundaries were longer for feminine
adjectives(VER/TE) than for masculine adjective® ER/T), t(2461)=2.00, p=.045 or plural adjectives
(VER/TS), t(2461)=1.97, p=.051. The two last conditions did not differ from each othg€2461)=0.56,
p=.57.

Theseresults shovithat the inpact of feminine agreement, with its addition of a mutenethe dynamics
of the handwritten production of adjectives depemd the type ofsyllabic modification createdby letter
addition. When the additioaf a mute echange only the orthographisyllable structurddNOIR vs. NOI.RE B
therewas an increase in duration at the lettefdre the syllable boundaryy contrast, when adding a letter
change both the orthographic and phonological struct®&ERT /veR/ vs. VER.TE /veR.t/ Dan increase in
the duration of the intefetter intervalwas observed Finally, when adding a lettelid not change the syllabic
structureDBLEU / BLEUE btherewasno effect of agreement. Importantly, the increase in duration cannot be
explainedsimply by the addition of a lettebecause the addition of a pluraflection did not significantly
influence the dymaics of handwritn productionthe difference between the masculine singular and masculine
plural was never significant despite the addition of the plurarkerBs. It is also important to note that the
results are not related to letter differences (in terms of frequanoymber of strokes for example): the letters
compared were always exactly the same (eg.RIONOI.RE / NO.RS).

These results areonsistent with the idea that tlwetho-syllable servesas a processing unduring
handwriting, andhat this type ofyllable is specific to the written codé.the dynamie of handwriting were
influenced by phonological representations, then we should have observed an impact of the addition of the
feminine only whernt modified the phonological syllabl&o the contray, our results show that the effect of the
addition of the feminine is also significant when it affects only the orthograghable structure of the words.
Thus, the modification of the syllabic structure by the additioa feiminine markeroccurs at the orthographic
level rather than at the phonological level.

Importantly, the addition of feminine agreement influenced handwriting dynamdiffeaent points of
word production. The effect occurs earlier when only orthographic structure is mottiiedvhen both
orthographic and phonological structsisre modified. This result might be explained by the greater complexity
of the modification of the syllabic structure in the latter conditibnis process is more complex and might
therefore not be managd as early in processinfhe modification of the syllabic structure involved in the
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orthographic condition might be easier to process tand bemanagedduring the production of the letter
preceding the boundargther than afterward/ore research is @eded to further explore this issue.

The influence of phonological representations on written word writing is highly debated. According to the
phonological mediation hypothesis (liayr 1970), the activation of orthographic representatigaguiresthe
activation of phonological representatioiszidence for sch mediation has bediound with a crossmodal
repetition priming taskParticipants were shown to systematically actiatenological representations (Dami
et al., 2011) According to the orthographic autonomy hypothesis (Rapp et al., 1997), on the other hand,
orthographic codeare activated directly from meaninglthough phonological codes can also be activated in
parallel Our results are consistent with the existencehefortho-syllable, and thereforéavor the orthographic
autonomy hypothesis If orthographic processing occurs at least partly independently of phonological
constraints, thethis shows that orthographic codes can be activated directly from me&uiriger research is
needed to establish a more precismdel ofthe role of the orthayllable inhandwriting.
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Abstract. Indic scripts are among few scripts in the world that have had continuous development for more
than two millennia. The modern forms of the scripts are the result of infinitesimal changes in handwriting
being accumulated over centuries. They present us with a unique opportunity to understand various changes
occurring in handwriting behavior. We have taken four major Indic scripts in six different stages of evolution
and extracted features quantifying their handwriting behavior. We have derived these features by applying the
principles of handwriting production and gesture analysis on a paleographic data set. We present various
trends and behaviors that occurred during script development and discuss our interpretation of the results in
terms of evolution of handwriting behavior. We then briefly discuss the detailed analyses that will be
performed on the dataset in the future. We also consider the applications of these results in digital
paleography and handwriting-driven systems

1. Introduction

The myriad of modern Indian scripts that exist today were all derived from the same source script i.e. Brahmi.
There hae been several competing theories about the origins of Brahm] ligethe general consensus is that it

was largely inspired or derived from the Aramaic script (Salomon, 1998). Probably due to partial constructed
nature, the initial shape of the Brahmi scriyas largely geometrical, but it has given rise to a wide variety of
scripts over time due to inherent variations in human handwriting. Indic scripts are among the few script families
around the world that have existed as a continuum for several centuries. Hence, for any Indic script, we can
derive DQ 3DOPRVW’ ™ O arg lh® foonHBf&h@iX Tidr&ape, we have a unigumportunity to analyze

script developments in terms of changes in handwriting behavior. We can investigate how the different
handwriting features have evolved in terms of handwriting production and visual appearance. This will also
enable us to understand the variations in handwriting that occur due to the complex interplay of different
features.

2. Data Set

To obtain a comprehensive view of the script development process we have taken four major scripts belonging to
the Brahmic family tDevanagari, Tamil, Kannada and Grantha. These scripts represent most of the important
Brahmic scripts in IndiaWe consider the scripts in six stages of evolution. A single stage of a script can be
considered to represen860 years covering ~1800 years of developmelitis to be noted that the scripts
themselves show large geographical and scribal vamgteen over the same time period. Ojha (1959) had
presented the development of the scripts by normalizing the shapes,isvitilized by us. However, some
characters have had fewer distinct variations compared tosothesuch cases we have normalized the number

of characters irachscript by carrying over the stabilized characters to subsequent developments. We have also
considered only glyphs that have had consistent development from Brahmi and ignored secondary developments
that have occurred latgisuch as characters getting derived from other characters using diacritical signs).
Grantha, Devanagari and Kannada have ~40 characters each in their repertoire while TaPdilchasacters.

In total, we have 20 (4 5) distinct stages consisting of 3@ distinct glyphs with Brahmi as the source script.

(All four scripts share Brahmi as their initial form.)

Figure 1. Devanagari Character KA in six different stages of development (Ojha, 1959)

3. Data Extraction

The scripts were digitized using the script analysis framework that was prapoReghn (2043a). Characters

were first converted into splines, followed by reconstruction of their trajectories and then finally decomposed
into ther respective strokes. At the end of the process we hasirttke structure of the characters digitized and
ready for feature extraction. Rajan (201L4lso proposed a set of objective features that quantify various aspects
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of handwriting. From this normalized stroke structure we extract two types of feajeoesetric features and
production features, which were used for subsequent quantitative analyses. The geometric features consisted of 9
different features based on the static shape of characters and the production features consisted of 12 different
features based on the written trajectories.

Figure 2. Script Repository Figure 3. Digitized Character

Figure 4. Decomposed Character

4. Trends in Features

Figure 5. Trends in geometric features

Figure 5 shows the general trend in the averages of various geometric features of scripts across the
timescale of developmeniVe cansee that theizeandlength of the glyphs steadily increased over time. Also,
the LBIndex (the ratio ofwidth & length indicates that the glyphs were becoming more and more wide. The
outline shapes of the glyphs approached an ideal geometric shape as noted by the incheadarity and
rectangularity This may be ascribed to the latent human nature to idealize the overall glyph outlines into
symmetric shapes. In terms of pen positiatigergence(the difference between starting and ending position of
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the pen) increased over tim&his appears to be a consequence of a corresponding increase in length of
characters. As a result, it would take more effort to maintain the starting and ending positions of the writing
instrument near each other. With respective to total length, however the pen positions became closer s shown b
the decrease inpennesgthe ratio ofdivergenceto length. Compactnesgthe ratio oflength andarea) also
appears to have dropped significantly. Brahmi had more strokes constricted into the same area with scribes
further spreading out the strokes. In terms of curvature, the latent trend is towards highly curved glyphs. This is
understandablasit has been suggested that it is easier for humans to produce curved segments as compared to
straight lines (Altmann et al., 2008), because the latter requires more effort.

To summarize, in terms of the geometric appearance, the general trend appea¥ RBZ DIehG'Y 3
Jarge’, symmetric, divergent, dwide’, Turved, losed D Qdesé JO\SKV

Figure 6. Trends in production features

Figure 6 shows the general trends for the production features. The gait kounts due to the fact
that Devanagari and Kannada developeadditional pen stroke uniformly in all characters. If this is factored
in, all the scripts have maintained their characters as effectively reqaisinggle pen stroke. The average
disjoint count(strokes with sharp velocity break during handwriting production), though seen to be increasing,
apparently bounds itself, fluctuating between 3.5 and 4.5. This is slightly higher than the proposed average
stroke count of three by Changizi et al. (2005). There also seems to be some fluctuation in retraces but at the end
it averages to one retrace per character. In terms of the lenggistobkesand downstrokesit again showsa
uniform increase as one would expect based on the increaselémgtizandsize of the characters in Figure 5
Also, Brahmi starts with very low strokehangeabilitybut as scripts developed it increasétis appears to
contradict the initial diversification of script&Changeabilityhere refers to the ratio of up and down strokes and
hence implies changes in glyphs occurring due tontability of fundamental strokes, since up strokes are less
stable than down strokes (Teulings et al., 19989 can assume that such instability effectively contributed the
least (if at all) to the diversification, with other factors probably contributing niEwtopy of writing is also
shown to be increasing but tending to reach a limit ultimately. In terms of stroke features, length of basic strokes
fell initially and then showed slow growth. In terms of complex strokes (major strokes), there is a more or less
uniform increase. In terms of stroke angles, there seem to be a general increase in angles with both the mean and
the sum corresponding to the increasdigfluency

In Figure 5 and Figure 6 we can see that many features shbB WL WKPLF RU 3Qbgr&dth ORJDULYV
with compactnessnd opennesshowing a negative logarithmic growtWost of these are major features that
define handwriting behavior. This shows that characters after an initial period of diversification began to
stabilize slowly. Explicit logarithmic growth is seen in cognilweelated features likdisfluencyandentropy
which we consider as significant.

One would expect that humans tend to redlisBuencyto increase writing sgel but on a large scale it
appears not to be the case. Writing appears to have gathereddisfarency more disjoint strokesand a
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corresponding increase entropy As discussed earlier, in terms of static features, characters have also gained
length ard size as time progressed. It also points to the fact that characters show a logarithmic increase in
complexityin terms of production and appearance, which is counter-intuitive. Our interpretation is that this is
G X H imfoRmation” E H lcantinuouslyadded albeit in minute amounts in terms of production and static
appearance. In the end this resulted in complex glyphs that had resulted from what started out as simple
geometric figures. But the logarithmic profile of many features points to the fact that the rateimfonenation

being injectednto the characters slows down after some time and scripts tend towards stability

5. Diversifying Features

Discriminant analysis is a frequently used multivariate statistical technique to find aggregate variables that best
discriminate groups i given set of data. This technique when applied to the entire script development data
resultsin discriminants that identify/label characters as belonging to a particular script. These discriminants can
be interpreted as the major factors on the basis of which different scripts are identified and differentiated
Consequently, in terms of script development these can be further elaborated as the factors, which caused
diversification The analysis was performed separately with geometric and production features.

Table 1. Coefficients of geometric linear discriminants

Features LD%, LD,

Length -0.00059865341 | 0.007731254
Size 0.00009528834 | -0.000115424
LBIndex 1.28843838989 | 0.186680755
Circularity -3.48149787949 | 8.5266.0933
Rectangularity 8.27051387586 | -14.373985382
Divergence -0.00159561490 | 0.008506504
Openness -0.06621315085 | 0.124090255
Avg. Curvature 9.73404814509 | -27.513799916
Compactness 34.75293555964| -30.978259631

With geometric features, we find that the first two linear discriminahi3% and LD, - contribute up
to ~85% of the discriminatory powetD®; discriminates scripts using mostijompactnesswith minor
contributions fromaverage curvatur@ndrectangularity LD, on the other hand discriminates based on nearly
equal contribution fronaverage curvatureandcompactnesand significant contribution fromectangularityand
circularity. It follows that scripts have diversified based on the following major geometric features -
compactnessaverage curvaturecircularity and rectangularity CharacteW §urvature and their shape outlines
have together played a major role in diversification. However, the factdhgtactnes$ias turned out to be a
major factor that determines a scrigt rather surprising. If we consideompactnessas related to the
arrangement of strokes in a character, it is indeed one of the diversifying factors during script development.

Table 2. Coefficients of productive linear discriminants

Features LD"; LP",

Pen Count 0.073570676 -1.2215776695
Disjoint Count -0.4456953605 | -0.2275291566
Retrace Count -0.2803731156 | -0.1119661255
Disfluency 0.0325610130 | 0.0350712045
Up Strokes 0.0066029962 -0.0001094251

Down Strokes

0.0035771170

-0.0018496560

Changeability

0.0785589768

-0.1844057565

Entropy

-0.3723920326

-0.7759867001

Sum of Disjoint Angles 0.0043322933 | 0.0084563084
Mean of Disjoint Angles 0.0019477094 | -0.0061158837
Mean of Fundamental Stroke Lengthg -0.0047329371 | 0.0035754377
Mean of Major Strokes Lengths -0.000048835 0.0003249647

With production features, we find that the first two linear discriminamt®®”; and LD¥, *contribute up
to ~72% of the discriminatory power. Though this is not very high compared to the geometric features, it is still
a reasonable amount of cumulative discriminatidd”; classifies characters mainly basedemropy retrace
count and disjoint countwith minor contributions fronpen countand changeability.LD", classifies mostly
based orentropy and pen ount with significant contributions frondisjoint count and retrace counWith
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production characteristics, scripts have diversified mostly basemtompyof writing and the number of major
strokes in characters contained in a script.

6. Spread of Variations in Characters

Figur e 7. Plot of PC1 vs PC4 for scripts in all 6 stages of development. The labels for the data points refer to the
Unicode name of the characters.

In section 4we discussed the general trends in various features of scripts during the script development
process In this section, we analyze the individual character variations that occurred. The original feature set
consisting of 9+12 features is too large for individual character-wise analysis. Hence, we proceeded to perform
Principal Component Analysis (PCA), which reduced the feature set and also resulted in descriptive aggregate
features.

Table 3. Loadings of Principal Components

Features PC1 PC2 PC3 PC4
Length -0.476 | 0.183 0.449
Size -0.324 | 0.493 -0.300 | 0.171
LBIndex -0.244 | 0.253 0.299

Circularity -0.478 | -0.245 | 0.274 -0.246
Rectangularity | -0.463 | -0.269 | 0.348 -0.237
Divergence 0.485 0.512 0.230
Openness 0.350 0.256 0.526 -0.139
Avg. Curvature | -0.204 | 0.261 -0.131 | -0.473
Compactness -0.399 | 0.244 0.597

Table 3 shows the first four principal components derived by applying PCA to geometric features in the
dataset The shown principal components account for nearly 78% of all variance in the dataset and hence are
sufficient to abstract the multivariate datase€1 is a comparison betweepennas and mainlycircularity,
rectangularity andlength & KD U D FW H UdgeW Ksbow abdJdsyfmmetric have positive scores, while
SFORY H®@R ad 2 V\P P HWhhataeterawill have large negative scores. PC2 compa@spactness
circularity and rectangularitywith mostly size and divergence Characters with negative PC2 scores are
WASLFBo@matt :DQG Ysyhunetrid. PRVLWLYH VFRUHV LQGLFDagd” Rik$eUDFWHUV
divergent For PC3, high negative scores indicate darge’ DQG ghiKL
furved characters. For PC4, large negative scores point to highlyed” and symmetric F KD U Withw HU V
positive scores pointing to characters that lack those characteristics
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We specifically discuss the plots of PC1 vs PC4 for illustration. It can be clearly seen from Figure 7 that
Brahmi characters had very similar geometric profiles initially (evident by the crowded overlap of characters)
But as time passed by, the characters did diverge significantly as discussed earlier. Here we can see a particular
pattern in the diversification process. In Brahmi, the characters are primarily around the first and fourth quadrant
boundary. 7KH FKDUDFWdépehV shdocH DMEBYWWehetric” During the second stage of diversification
characters gain md Kymmetry élosure” and dength” moving towards other quadrants but mostly dispersing
towards the first and third quadrants with ultimately many of the characters moving into the second and third
TXDGUDQWYV WKved syhie@yL QR @ R Q Jleddthy Klosuré We can clearly see the interplay of
features that cause the variations.

Other principal components were also compared to derive information on other aspects of variations
that occurred. We performed similar analysis on the production features.

6. Future Work

The nature of distribution of features and their corresponding changes are very interesting phenomena, which
needs to be analyzed. The influence of usage frequency on character properties is also to be studied in detail. We
are currently analyzing the change in stroke inventory and their impacts on character self-similarity within the
scripts. We also plan to extract specific feature sets that have produced fairly stable characters. The very
important interaction between the geometric and production features behavior is to be studied in the future

7. Applications

Paleography has mostly been a subjective field. The quantitative techniques and feature sets used by us
contribute towards a more objective and quantitative paleographic analysis. Although, the results presented here

are specific to Indic scripts, the techniques can be duplicated and expanded for other kinds of paleographic
scripts Findings from paleography can also be appleHuman-Computer Interaction. If Brahmi is considered

DV DQ DUFKHW\SLFDO 3FRQVWUXFWHG” VHW PDQ\ RI WKH UHVXOWYV SU
EH XVHG WR FRQVWUXFW 3R SWLP Buch pdiébyripMid) phttdsris \end behabdd @ue Qah |UR P
attempt to construct gesture sets thatnateral, easy to usandstable

7. Conclusion

We have presented our initial quantitative analysis of the development of Indic scripts using Devanagari,
Kannada, Tamil and Grantha as archetyp¥s have presented the general trends in handwriting that occurred
during script development and our analysis and interpretation of those. t\fedalso found the major features

on the basis of which the scripts diversified over the years. Additionally, we analyzed the variations acquired by
individual characters using aggregate features. We briefly dedtussure work and possible practical
applications of this analysis in the fields of Digital Paleography and HCI.

References

Altmann, G., and Fan F. (2008). (Eds.). Analyses of script: properties of characters and writing systems. Vol. 63. Walter de
Gruyter. APA

Changizi, M. A., and Shimojo, S. (2005). Character complexity and redundancy in writing systems over human history.
Proceedings of the Royal Society B: Biological Sciences, 272(1560): 267-275.

Ojha, G. H. (1959). Bharatiya Prachina Lipimala. New Delhi

Rajan, V. (2014a). Framework for Quantitative Analysis of Scripts. Proceedings of Digital Humanities, DH 2014.

Rajan. V. (2014b). Quantifying Scripts: Defining metrics of characters for quantitative and descriptive analysis [Manuscript
submitted for publication, arXiv:1501.01894

Salomon, R. (1998). Indian Epigraphy. A Guide to the Study of Inscriptions in Sanskrit, Prakrit, and the Other Indo-Aryan
Languages.

Teulings, H. L., and Schomaker, L. R. (1993). Invariant properties between stroke features in handwriting. Acta
psychologica, 82(1): 69-88.

46



An algorithm based on visual perception for handwriting comparison

Antonio Parziale, Stanislao Davino andg®&tio Marcelli

Natural Computation Lab,
Department of Information Engineering, Electrical Engineering and Applied Mathematics
University of Salerno
Via Giovanni Paolo Il, 32
84084, Fisciano (SA), ITALY

Abstract. We propose an algorithm based on a model of visual perception that is meant to reflect the human
judgment about the similarity of handwritten samples. The algorithm builds upon the Fuzzy Feature Contrast
model and proposes an implementation of such a model in the domain of handiigigk'()*+#,!#%-!.$$/!
0%&*1%+$1! (/! +#$! 23456! 1%+%-$+71 .81 9(,:%)*/'1 *+-1 :$);(),%/9F! <*+#! +#(-$! (;! %! :%/$&! (! #=,%/! $>:$)+-2! "#$!
experimental results show that the performance of the proposed algorithm is almost indistinguishable from the
expert one and therefore may be a viable tool for handwriting comparison

1. Introduction

Human perception of shape similarity has been the subject of many studies in diverse fields, such as
expeimental psychology, neuroscience, visual perception and artificial intelligence, just to mention a few. In
such a context, the similarity/dissimilarity between stimuli seems to play a key role in defining the categories the
organism needs to properly behave in an ever-changing environment. A concise yet comprehensive survey of the
current opinions on the subject from such a point of view may be found in (Blough, 2001).

In the realm of handwriting analysis and recognition, when dealing with the problem of building a machine
capable of comparing the shape of handwriting sample, the usual assumption is that the similarity of the samples
is reflected by the distance of their representations in a feature space: the closer the representations are, the more
similar the samples are. The approach makes two fundamental assumptions: the samples can be represented by
values of a few distinctive characteristics, or features, and their distance in the feature space reflects their
similarity (Plamondon & Shrihari, 2000). Although this approach has lead to applications for handwriting
analysis and recognition that are routinely used, such as signature verification, OCR, postal address recognition
and check processing case of cursive handwriting it provides solutions that are in contrast with the results of
experiments with human beingghe book by Pekalska and Duin disesthe limitations of such an approach,
argues that the notion of similarity is more fundamental than that of a feature or a class, introduces similarity
representations and methodologies to deal with them (Pekalska & Duin, 2005).

Amongthe theoretical approaches to similarity, Beature Contrast moderiginally introduced by Tversky
accounts for several characteristics of similarity data that contradict the metric assumption discussed above
mainly asymmetry and angular inequality (Tversky, 1977). The model, however, assumes that each sample is
described by a binary vector, each element of which represents whether or not the corresponding features is
present in the sample. Santini and Jain fetended the original model into theizzy Features Contrast model
by proposing to represent the sample by a fuzzy feature vector, each element of which represents the fuzziness of
the presence of the corresponding features in that sample, thus allowing to deal with cases when features
enumeration is either impractical or impossible (Santini & Jain, 1999).

Along this line of investigation, and assuming that cursive handwriting is a sequence of strokes as suggested
by many studies on handwriting generation, in Section 2 we propose an implementation of the Fuzzy Feature
Contrast model for cursive handwriting that builds upon a novel set of features to describe both the shapes and
the spatial arrangement of the strokes, and an algorithm for evaluating the similarity between two cursive
fragments. In Section 3 we presents the results of two experiments performed to validate the model and to assess
its performance. Eventually, we discuss the experimental results and outline possible directions for future
investigations.

2. Ink Similarity

Most of the features used by the Ink Similarity algorithm are based upon measures and classification related to
single strokes. The Fuzzy Feature Contrast Model assumes that the feature vectors of the two stimuli have the
same dimension; for this reasorRt JHQHUDWH 3JOREDO” IHDWXUHV YHFWRUV RI WK
SORFDO" IHDWXUHV YHFWRUV RI GLIIHUHQW GLPHQVLRQ ZH GHFLGH W
3JOREDO’ LQF&le&b Wahdwvexten fragment image, the algorithm creates a vector of 54 elements that

holds 3 different types of featurésne CurvatureandShapefeatures, as described below.
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2.1 Zone features

The sequence of strokes extracted from the ink is preliminarily partitioned in three subsequences: the first one
containing the strokes that span over the first 30% of the horizontal size of the word, the second containing the
strokes that span over the following 40% of the word, and the third containing the remaining Bactkdsoke

is then classified depending on which part of the word layout it occupies. A zoning algorithm, based on the
histogram of the horizontal projection, evaluates the size of the center, the bottom and the upper zones of the
word layout We have defined 13one features for each stroke, depending on the position of the stroke in the
zone and the way they are drawn: Ascerdf/Down), Descender (Down/ypUpper (Center/Bottom/Top),

Lower (Center/Top/Bottom), Center (Center/Upper/Lower), Pipe and Loop. As each features is evaluated for the
three subsequences, we have 45 zone features in total. Fig. 1a) shows the features from left to right, and Fig. 1b)
WKH SDUWLWLRQ RI WKH VHTXHQFH RI VWURNHV RI WKHthihh RROG 3HVW ™ LC
each of them, the Ink Similarity counts how many timesitttezone feature appears in the sequence, and then
calculate the ratio between such a count and the total number of strokes. This number is then ogep as a
value of a linear membership function to obtain the fuzzy value.

A e
|
J ,!\ <>
. ; <> ()
| <>
Vs
a) b)

Figure 1 The 3 ]RQH” IHDW XUHYV Dtheirkabels ld&psvickan Hath the writing direction (represented by
the arrow) and the zones of the stroke extremes. The arrows are not representative of the actual shape of the
strokes. b) the partitioning into subsequences: begin (green), middle (magenta) and end (yellow)

2.2 Curvature features

As in the zone features case, the curvature features are extracted from subsequences of the sequence of strokes
extracted from the ink, but in this case there are five subsequence, each one containing the strokes that span over
the 20% of the word horizontal size, from the beginning to the end. For each subsequence we compute the
average of the curvature maxima of the strokdsaining 5 curvature features. Such a count, normaliged a

above, is then used adsp value ofalinear membership function.

2.3 Shape features

In contrast to the previous ones, shape features do not build up on stroke features, but have the purpose of
describing the entire shape of the word. We adopted the 4 word features proposed in (Powalka & al, 1997):
Middle, Middle-Upper, Middle-Lower and Upper-Middle-Lower. From the output of the zoning algorithm, and

for each word feature, we compute two parameters: the vertical size of the centeW\4dtig,and the distance

between the middle line of the center zone and the bottom line of the bottoniYRuge Their values are then

used agrisp value for two membership functiorSyp,{ YPos)and Fyqn(Width) as in fig. 2, whose outputs are

eventually combined to obtain the feature scomiag Fpod YPOS), Rvigin(Width)). Eventually, from each score,

WKH GHJUHH Rl RZQHUVKLS RI WKH ZRUGTV VKDSH IHDWXUHV LV FRPSX

Figure 2. The membership function for the shape features.
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2.4 Similarity measure
Given two handwritten words, each one represented by the feature vector described above, we assume as

similarity measure between them the following:

where:

x aandb represent the image of two cursive handwritten words;

x AandB represent the fuzzy features vectors associatedialb as described before;

x $ @ répresents the intersection between the two fuzzy vectors. The resulting vector represents the
common features betwearandb;

X A -BandB - Arepresent the complements betw@esndB. The resulting vectors represent the distinct
features betweea andb;

x f(FV) is the saliency function that associates to an entire feature Jé¢tarsingle number; in our
implementation we choose the functioasf B: (8; L A%% (8,

X [and Aare two weights that model the imbalance of the judgment of inequality that is typical of human
judgment.

3. Experimental results
In order to validate the proposed model, we have performed a set of experiments on the RIMES dataset, a
publicly available dataset largely used for performance evaluation of handwriting analysis and recognition
systems (Grosicki & al., 2008). From the data getf XB VHOHFWHG LPDJHV RI WKH ELJUDP
Rl WKH Z Rt Reférdi¢é Set (RS) and again 10 images of the bigkud@nhd 10 images of the bigram
3 H Wdifferent from the previous oness Test Set (TS)

In each experiment, 1 image of TS and 5 imageR®frandomly selected but the same for all the subjects,
were shown to each subject, and he/she was asked to rate the similarity between the Test image and each of the
Reference one. The rating was reported by using a 5-point scale, ranging from 1, the most similar, to 5, the least
similar. Figure 3 shows the GUI designed for the experiments with the human subjects. The same task was
assigned to the algorithm, so as to have, for each image of TS, the ranks of 17 subjects and the rank of the
algorithm.

Figure 3. The GUI used during the experiments. The subjects were requested to rank the similarity between each
of the Reference images shown in the bottom pane with the Test image shown on the top pane by using a 5 point
scale, with 1 representing the most similar Reference image and 5 the least similar one.

Then, for each image of TS, we measures the diffeBrioghe ranks by the formula:

9

&L Lhds

whered; is the difference between the position of tit image of RS in the two ranks amg = 1 for the
top/bottom position of the rank, 0.5 for the following/preceding one and 0.25 for the middle position. The
weights have been fixed so as to ensure that very similar/dissimilar feature plays a major role in the final
judgment, as in the case of human perception of similarity. Figneegorts the level of agreement between the
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subjects for 10 of the images of TS, while figul® feports, for the same images, the valu® dietween the
rank provided by the proposed algorithm and the one obtained by combining the ranks of the subjects by the
Borda count method (deBorda, 1781pV WR UHSUHVHQW WKH 3PHDQ" EHKDYLRU RI WKF

a) b)
Figure 3. The experimental results: a) the agreement on the ranking between the subjects: each of the 5 bars
refers to the agreement on the corresponding position of the rank; b) the difference between the algorithm and the
SPHD Q™ V XHBis&kE WV legibility, the figure reports the results on a few images selected as representative of
the performance on the whole Test set.

Conclusions

We have presented an algorithm to evaluate the similarity between handwritten words that builds upon a fuzzy
computational model proposed to account for the visual perception of similarity. Such a general model has been
customized by adopting a suitable set of features to represent the distinctive feature of handwriting and its
performance compared with that of human subject in a similarity evaluation task.

The experimental results allow for the following preliminary conclusion

- the ranks of the human subjects are more similar as with regards to the most/least similar shapes than
with regards the shapes that are somehow in between these extreme cases;

- the difference between the rank of the algorithm and those of the subjects may vary, but even in the
worst case such a difference is slightly bigger than 0.5, meaning that at most two images were ranked
differently and that those images were not ranked as the top or the bottom ones;

- the performance of the algorithm depends to a limited extent from the images, suggesting that it is a
robust implementation of the fuzzy computational model it builds upon.

According to those results, the proposed algorithm seems to implement an agent whose feseavides

that of the human subjects in that

- its judgment is very similar to those of the subjects as with regard to the most/least similar samples;

- the differences between the rank of the algorithm and those of the subjects are very similar to the
differences within the subjects, so as to make the proposed algorithm indistinguishable from any of the
subject.

In the future, we will perform further experiments, on larger data sets, including longer words, considering
different membership function and different implementations for the similarity measures, in order to ascertain the
performance of the proposed algorithm with different handwriting styles, as well as its robustness with respect to
the actual values of its parameters.
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SHFRJQL]JH PXOWL WRXBISKHPRGHOHWE DQG PDW

=KDR[LQ R&(ULF $QPTX#DVIRD G GRXFKAKKWLVWLDO 9LDUG *DXGLQ
P HS61&'1('))*+1%,)-'1&*1 /18101 2*3*+1456 78961 () *+14:;)<'!
=>(1"("$%+10;32-41&'.-@A-+1456 789BI () *+14:;)<']
BC=#96>IDI=#"EF($"GH!I41#%#GF$ID!"(00H#+(-10J:AX/A;)IK;-<+199888 +1#;)/*+14:)<']
AMKDR[LQ FKHQ HMUWEVDQITXHMWKDOURKOA WR KBRHULHD UG JDXGLQ #XQLY
|

$SEVWUPWWDFW WKH IHDWXUHV IRU D PXOWR.L WRMNFKRPHBMH(UW H R SRLU OLE XD
UHODWLRQV EHWZHHQ PXOWLSOH ®W DM QFERIHIGHU LR JWREK PRESHID AHR STUA
VKDSH WHPSRUDO DQG PRWLRQ LQIRURPWNRQDI FRP SFIXUOLW R @V E K RKZ B H QWXIU
DOVR SURSRVH D VSHFLILF JUDSK P DM KALIQAWPHW KR G HE/DAOHAGY RSQU R ¥ B SW KHD(
PRGHO FDQ EH IUXLWIXOO\ XVHG |FR JFXOWNR Q BXHKS R M MWX WK SADRHWHIMV U E
HPEHGGLQJ DQG 690

,(QWURGXFWLRQ

'XH WR WKH UHFHQW SUHYDOHQFH RIJAX®\U MW EMNF R JQHYWLRHY KBPXOIDIL @
LQ WKH ODVW GHFDGH ,W LV SRVSOHGBWIR FRQVPEHBERUWNYRIRAL | PR
JHVWXUHV DV GLUHFW PDQLSXODWLRQ WX G Q GLW H¥X WXPRPOD QED VKIG |
HYHQWV HJ WRXFK GRZQ WRXFK PR VINRKFK XSSORLBG KQVLE B HY
DSSOLFDWLRQ H J SLQFK RU VSUHDG7KZ RO DMMWHUVLW P XD @ H PR Q DLLP
UHFRJQLWLRQ DV WKH UHFRJQLWLRQH © WRLFUWH G X UHH VIW XARH) GEXHF WIS S HAUI
FRUUHVSRQGLQJ RSHUDWLRQ H RXBRBQREDW®WHH HRRAV W TURY WHKDHU E K VW@
RQ PRQR WRXFK JHVWXUH 2XU ZRUN IRFXVHV RQ IWKLUR G LD QG XOWLIHN WRF
LW SRVVLEOH IRU LQGLUHFW FRPPDQG

8QOLNH PRQR WRXFK JHVWXUH UHFRJQLWLRIQQZKOIHF B RALIQMF IRV MKIHX ¥
JHVWXUH RIWHQ WUDFNV PDQ\ SRLQWS HO UFRPRWDHFW QG SRYVDSGHD® DV
PXOWL WRXFK JHVWXUHV LV FKDOOHQQ®RDIR EHFDX VWHH RD WALIRH) FER-PVS DHHHI
WUDMHFWRULHY &RQVLGHU D WZR V@®RW HF RFOMWEK[WH »$@C\HUR B JAKX &/W H
LV IL[HG WKH ZULWLQJ RUGHU FRXD® NOWRQURRL®WHISOQEB HGR LIX G
ZRUN +DR /X <DQJ /L WKH DXWHK R UWWSIPHY H DRV @L FIHYW KX G\& R GV
ZLWK VWDWH PDFKIGQBIWRXRB\ DFEEFRYUNPXRIG BDWDEDVH ,Q .HQULFN
WKH 3URWRQ GHVFULEHV WKH PXOWYW.RRNKRIHWW X EK VH DNQWH VX PBR
.DPPHU HW DO XVHV FRQWH[W WRXF K WHRAMDXUWHWR PRGHO PXOWL

,Q RXU SULRU ZRUN =KDR[LQ HW DPWHUL]HYHWKHH VIDBKHMRK BE B L
QRGHY DQG VWURNH VSDWLDO DQG RRMW/8 RRIDWKHQFRYPADWIWKQVRDSISGO R
UHFRJQL]H WKH PXOWL WRXFK JHVW&UHW ZHQMK DQ I\l O RNNHH LROU GKAOUS H-+
VRPH GLVFUHWH DWWHYERWMVZRWY WPVIQOH Q UL F N RH QUQMIWWFHD WH WKIKDSH R
VWURNHV ,Q WKLV SDSHU ZH SURZRUMN VX DLWSTHRYGW HIQWVRW RN VUHS UHE
IHDWXUHV WR FKDUDFWHUL]H WKBVWW VWPRRNR Q/ KIHSO-DW MES@WKLLSY DG DWW
LQ WKH JHVWXUH

S5HSUHVHQW D PXOWL WRXFK JHVWXUH E\ JUDSK

(IWUDFWLQJ JORE H8 QI HSDMRX BV WKFD E BEQHSI Z URWHLQON FKWUDFWHU V\PERO
UHFRJQLWLRQ ZKHWHRW KH/ GIDVLFUL\PROWHKHD FRRSELRI WKH VDPSOH 'RQ

JRU WKH PXOWIH VVFRXFK VHYAH HH/DWFKUWWWRAR RRQJHU RQO\ ZULWW
WHPSRUDO UHODWLRQ DV ZHOO DURWHKW VKROWA DI PR VE HREKDHDBWHR Q
JUDSK PRGHO ZH SURSRVH WR XVHI WIDH KQ R &M RWRH ®M\GF HIGEH WRHL QIGD $
DQG PRWLRQ UHODWLRQ ,Q WKH IR®DERZGE DG\ H: (I B\K SBIGHH QKW HMW DS K
ILQLWH VHWGRHQ®RR\GHNV D VHW Rl HGJHV

UHSURFHVVLQJ DQG VXE VWURNH UHSUHVHQWDWLRQ

,Q JHQHUDO DQ RQ OLQH KDQGZULSRIL@IWGE DAKD AK/ DH ¥ RTAGBAMER & VAHRARKW\A.
IRU HDFK LQSXW HYHQW ,W LV XQZVVHR®R KNFDXNH PR G RO B O/H[ ISR L €
LQ WKH IROORZLQJ SURFHGXUH LV N[SRQHARQAIDGH UQWR KWH QPSP 8 WUHPIF R
LQWR D VHTXHQFH RI VW@RIAIKWYVDQQH FX\E QDR NSEUR[LPDWLRQ 7K
3HXFNHU D ® URUSDVKHPU LV XVHG WR ILQG DJFSHR@WM QKO \¥ K\DHQY A 1/
DFFXUDWH DSSURMWDWNRQ RDPNK/NAMKKEH @ WIHB N H\QHIQQV W& HE \J DD S R GZH. W K
DWWULEXWH RIQ LF RPERPHAWMYIHY WKH SRVLWLRQ XQLW VTXDUH ERXQC
WKH FHQWHU RIS\WR/HLWAE D/QVORINBIH O D i/ O YD MR VR K FW IRFFURL BY/QAVDUIZR MW D L
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DQG HQG WLPHV (DFK IHDWXUH LV H) BUPD®W HE RX R KY WHERMKHMHY ZNCVHK XQF
VHW 9 LV UHSUHVHQWHG DV

8 ;4441 <BAGAAAERGH
ZKHZHHV WKH VXEVHW ZKLFK FRQWDLQVW@HQ@[R\GW\KE@CRFG@Jz&ummuwgl
WRMKX E VW URWH RMWW RN H 2QEF|H\ANR<EH\A@FL@}+H@+&M(E&<QQ,VW§3;§ZH<LFK

LQGLFDWHYV WKH ZD IMVWWHRQ K/ HELXQHFOFAMAMRHL EXW H FMDMR BHHQ FRQWDLQHG L
HGJH RQO\ LQGLFDWHYV WKH FRQFDWHQDWLQJ UHODWLRQ EHWZHHQ QR

SHSUHVHQWDWLRQ IRU WHPSRUDO RRKVPRWLRQ UHODWLRQ EF

'LIIHU IURP WKH PRQR WRXFK KDQGUZRNWWHQ DHRXOWIH W\R X A KP XHDWAL)S DH!
VWURNH DIWHU VWURNPS RAKHO UHIDOMILWRZ @ EMWRMHEY HRROG EH LQ VI
VIQFKURQL]LQJ RULQXO 0 R/ \TOFIKQWR DI WK H VGHH LD & LR\ UHODWLYH WH
IXQF W1GMQODV H[SUHVVHG BD\QGTKOWXRWUBD@HG LQ ILIXUH

'Q VHTXHQFH 6HEDNV\QPHXORQUQFKURQLJLQJ
1 Q i Q 1 Q r (o&oi“

— — — ‘A A V]
H Q Q. i Eg.QaGOL Pce S_a—kgl prye .i.iai.).}' @
— s "—ZZa@ese ...

.
.
“ > B B

| 1
T |

' '
1
1

JLIXUHSHODWLYH WHPSRUDO UHODWLRQ EHWZHHQ WZR VWURNHV

ZKHRHMY WKH WLPH RI RYMKGIDSHEH WHNERMRLUREBEOUEGIWAOW IVLPH GXUDWLR
WZR VWURNHV ,Q RXU JUDSK WKLY RG® GIDWKRID LYQRWQRQHW VXEOWWK H E
EHORQJ WR VDPH VWURNH :KHQ YD®YHHRI WHKBHQ UBBQEYDHRGE ROGF WY R
VIQFKURQL]BSALMREDXHOGWHEHWZHHQ WKH FRUUHVSRQGLQJ WZR QRGHYV

‘H QRZ SURFHHG WR WKH PRGHOLQJ RURRWDRQ RLQ IRUPDWILRQ REK
LQGLFDWHY WKH H[LVWHQFH RI D UNH\D WIKYLW RJRNOHDRWIOW PRWHERAHQW X ¥
D PXOWL WRXFK JHVWXUH DJDLQVWUB YLIRRXR/ VER KKK JHVOUXEMN .3 QH QW \D
HIIRUW WR H[WUDFW WKH PRWLRQ LLRUBDWIRPQW KR PZRUKM PR YRHKFH QLW

ZH PHDVXUH WKUHH NLQGV RI PRWQRWLRRPUW WD WLRRG! FDHIQBN V FAL
LOOXVWUDWHY WKH FRPSXWDWLR®@ RIXE KIVWRNHWY W\SHV RI PRWLRQ EF

)
Ly
Q
L@Q/q‘\ ” .-
L 3 -~

\ \ /X?g Q

\ I# v ~

\ __ A
% " L //j' """"" -

\\0/ e

D 7UDQVODWLRQ PRWLRQ E 6FDOLQJ PRWLRQ F 5RWDWLRQ PRWLRQ

| :Qa0L ¥@°TE @ U l £Qas0L PF @ l 3:Q40L a te

JLIXUH7KUHH W\SHV RI PRWLRQ E HWOHHOHS XEH WHMQVR N\HMH W /QG W @R ISRUQ B BISDLU UHVSH
6LQFH DOO WKH JHVWXUHY DUH QRUPDXIQHE R[Q WLIGHHY B WU H/ TVXOWKHH E RODQYH WKH VDPH L

1RWH WKDW LW LV XQQHFHVVDU\ WRZFHRIRS RWE W KR WHK P RAWLLRRN HY/D WK H |
LV PHDQLQJIXO RQO\ LI WZR VXE VWURNRW DHB ZRIW BN HQK Y\ RRRVQR
FRPSXWHG ZKHQ D V\Q¥ KV R{JLYDWH®R G H/GIMHQ WZR QRGHV YDKHXHMR UH
DV WKH DWWULEXWHV PR3 LVAN@ARAMRQLIDWLRQ HGJH

2Q WKH RWKHU KDQG LQ RUGHU WER! WIZSIWRUW KNHK N H/THXTHK @ WD DOZ U
LQWURGXFH D WHWKBQFELWGFWY [URP WKH ODVW VIXEVVWW VR E H R/IURWNHY
IROORZLQJ VWURNH LQ RXU JURSBA KRV HGLIAK KIG DRD DM W WLKERK W/H P H
VHTXHQWLDO ZULWWHQ VWURNHYV

7KH H[DPSOH LQ ILJXUH FRQVLGHUN ®HELR D MEREIPLRDKY IO MIRK KD QF
DQG ZUNJWIKDUPFWHU ZLWK ULJKW KDQG V\F KURQRAV OH VKRS O H M SW RIF
VXE VW@RBVZTKHQ ZH FRQYHUW HDFK VXE VWUWRNWY VEWRHQRGE G®U
LQIRUPDWLRQ DV QW \/;i#yayR) LIEXMCHO\L WZ K DQ QG NWHKGHH/ V\QFKBRQL]DWL
VLQFH WKH WZR VWURNHYV DUH SHUIR®PH G W EXLKOM QR X WOK LRI N YAWXH
QRGHYV
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JLIXUH, OOXVWUDWLRQ{VRHIQWBWLRQD SK SMHRSIEXKS IMV WXOWL E 5HVDPSOLQJ WKH UDZ G
VWURNHV XVLQJ SRO\JRQDO DSSUR[LGDW LIRS UV H Q MKFZEW\OWIQRE HiERE 4 PD V
DWWULEXWH ADO®N\QGEEKWRQLADILIR @ XHOMW EHWZHHQ QRGHV

*UDSK PDWFKLQJ DOJRULWKP

'H DGRSW JUDSK HQRPE LN WIKGIF 8 LWHQL. FL O UUWS KEVHWeA ) FH HDFK JUDS
VXE JUDSKV WKH ILUVW VWHS LV WRRASEQD G H WIR K RMODAK JRIPE KWRKPRR Q8 ELU
7KLV LV D W\SLFDO DVVLIQPHQW SUBHOH P OWJIKROIM WIODR) EFKH/' BOYW®OG (ER HO X
SDLU LV FRPSXWHG E\ '7: DOJRULWKPVRLLY QiGaRH2 W HPDIOTRBWF K LRIJ QR
IRXQG E\ OXQNUHVY DOJRULWKP WKOWQRROYWOL ¥ RALW LIRPILWHKGHT YR E H ZBISK
DOLIJQPHQW SDWK DFKLHYHG E\ '7: WX H GIEHW FRXKDWD BH R@M HRIQ HOR G W
'7: SDWK &RQVHTXHQWO\ WKH HGLMGA@AWWDQFH RI WZR JUDSK LV GHIL
a a

@)sdg) L 1?2 0®Q: E 1?2 pA N,

U@s Uu@s
ZKHUHA @Q; GHQRWHY WKH HGLW BREWLVRWKHREB8B8 VYW PRY W HQ®RWH3/J MWK IS
DVVLIQPHQW IXQFWLRQ ZKLFK PDSVJWB &KDR GHWH D/ RHEBG HU RS KW KH 1LL

(ISHULPHQWYV

‘H GHVFULEH EHORZ D VHULHV RI H[FPHRIGAREQQY WR G YJMXSIKWPRDRXAK 1 Q
UHFRJQLWLRQ V\VWHRVIHQGL O DWEBHERE W GRGKKIEY VHFWLRQ

6LQFH ZH XVH WKH JUDSK HGLW GLWWPKQWHEHMR BHDBKNVH DNVKHP S DW\Y
PHWKRG LV WKH N 1HDUHVW 1HLJKERWFWNEYL DZRDAKR BDW V WIR WHV RO QL \
OHDQZKLOH ZH DOVR LPSOHPHQW D JXFSK HPEHGESQU BOHRHDWHKWE D
UHSUHVHQW WKH JUDSKV LQ YHFWRSK VISPDEHG G K®J EIDV/IEULHKEP RV WKL \
ZLWK D QXPEHU RI GLVVLPLODULWLHYUW®RW FONVVSHIW FDUSHU RWHRWD B/LL Y@ \J M
VHW XQGHU D SURWRW\SH GIMOMNEWLRQ \SR LQMLSRGIXFABPHEG .DVSDU 5L}
$ 690 FODVVLILHU LRAUWKKIH) |WD W XQMBWHRWRU FODVVLI

‘H GHVLJQHG D VSHFLILF JHVWXUH GOBWDRBVH RDUWLFDPSOWYV PR
JHVWXUHV ZH GHILQHG D URWDWLRQIHWHSG\Q GHODW WHIWD GG W URW\D W L
BHW  ZLWK GLIIHUHQW FODVVHWDYHXWVH P H % RWKIV HHOAMW XEXHWV IBW VI
VSHFLDO FDVHV 7KHVH JHVWXUHV DSRUBQVMWNQI® IJXRWKRG LUWR R UPHDMSH
JHQHUDOO\ VHSDUDRWW G&WN R MIRR \F SARFIRVBDU XM ERBQXDO PXOWL WRXFK
WKH WUDMHFWRULHY DUH V\QFKURRRXNOR BHUDRURKGY KBS MW XQ KR EHY W
DQG PRWLRQ 7R YDOLGDWH WKH PREMHOHDIU\RY% WREIMUDY LNRYGD W
JHVWXUHV ZKLFK K\DYIRPHD FB WH\D § 8 YEDUN HLIDR DU ISWEXMQ RUGH U

£ — N

J Y, S N S )

JLIXUH 6DPSOHYV IURP WKEBDWHMWNYX 8§ H RQ \D\BWODE DKAWW XWKH WUDMHFWRULHY DUH
SHUIRUPHG 1RWH WKDW WKH ODVW WZR JBVMWXDOWOHORBDYWHGC WR GGIBHLQOHFA@W H@WDVVHV LQ
6HW EXW LQWHJUDWHG LQ WKH VDPW NFODWNVHY URWDWHURRURBWERIVISHQHQWLDO PRQF
JHVWXUHYV ZKLEKXDYKHGLVWRP ZULWWHQ RUGHU
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'H FRQGXFWHG RXU H[SHULPHQWYV L@ LW HURDGGHSRIN\G N Q O L \GDRHLPRG
VDPSOHV IURP ZULWHUV DUH XVHW®HRW WUDLQLQJ DQG ZULWHUV IRL

S5HVXOWYV

‘H FRPSDUH WKH UHFRJQLWLRQ DFFXUDBLE@HWAHBPQ GNDL QG HUD@W
SURWRW\SHVY 5HVXOWY DUH JLYHQ LQ ILJXUH

D E
JLIXUH&RPSDULVRQV RI WKH WZR UHFRJQLWLRFFEMWMDWIHPW RRHERWHKQGDW DVHWFWELRQ RI
SURWRW\SHV SHU FODVYV

7KH H[SHULPHQWY RQ VHW LQ )LJXWDWLQ@ RKRXH EDRWRWWS KV KX FLEHU
JUDSK HPEHGGLQJ V\VWHP NHHSV VWDHOHFDQRXOQOEHW\WAG WKDIR WY
LQFUHDVHV IURP WR 1R W HQW R P MU HR'IH  URIMWRKW DS B Y P W\KHHG J U
ZLWK 690 FODVVLILHU FRXOG VWLOONRE WD LQRIN JRIRGFS H QMR IHRDRNMEIHK Z K
YLHZHG LQ WKH UHVXOW RQ VHW  TIRN DUVDSKRIGPEWV GQLQH W \ VIKH P I3 HDUF
VI\VWHP KDV D VOLJKWO\ GHFUHDVLQ3UBRRM WKDWRRXU JUTHSKK @R B H O L
HPEHGGLQJ IUDPHZRUN LV SRZHUIXOQWRUPDPWURBWI RUK R X®MVLE WLRPXFXD \)
UHFRJQLWLRQ

&RQFOXVLRQ

,Q WKLV SDSHU ZH SURSRVH D QHZ PHWKRG IRU PRGHOLQJ WKH VKD
PXOWL WRXFK JHVWXUH E\ D PRGHO RDWUPR@GKDQE HXWQWEW WKHYHDVQDI
QRGHV DQG HGJHV LQ WKH JUDSK $ DDIWDR KD NN D CARP KRDIHIMRI) VE KDWYy
JUDSK FODVVLILFDWLRQ 5HVXOWVHPERZL GUKDIWD RIGN&I WV KB DVMALSLR U J URC
KDV WKH DELOLWWWLR) H{ LWVEKWGLYIH I©OWHBQ W PXIOW LW RKFRQ WKLY PRGHO L
DLP DW GHYHORSLQJ D VWUDWHJI\ WR GHWHFW MWKH FFQWMWNUQQRI PXOW

SHIHUHQFHYV

+DR [/ <DQJ /L *HVWXUH &RGHU XOWRRORXFK SUHRWDORAPLE) BHPRQVWU
6,*&+, &RQIHUHQFH R¥ k& PORP PXMNLRU 6\VWEP VIHZ+<RUN 1< 86%

.HQULFN .LQ %M|UQ +DUWPDQQ 7RQ\ 'H5RVH3URMDRXHHNKOSMIMWDRRPOK JHVWXU
H[SUHVVLRQV 3URF Rl WKH 6,*&+, &RQRASHYEIDY RA\VWHPIPY )RFWRUV $&0 1t
1< 869%

.HQULFN .LQ %M|UQ\ +BIBRVPHDQQRQGREQHHVK $JUDZBOMR W R Q D FXVWR
PXOWLWRXFK IUDPHZRUN 3URF RI WKH8VWWK DQ®XDO DR VRASWRAVOAXR RPQG

$&0 1HZ <RUN 1< 86%
.DPPHU ° :RMG]LDN - .HFN O DQGUGIYUD QRBP BOL]|WWW KR [RH VRAYXOUWHLY 3 URF
+

=KDR[LQ &KHQ (ULFG$QRXHKGLUMH +DKURXWLRQ 9LDUG JUDSK PRGHOLQJ VWUDWH
JHVWXUH UHFRJQLWLRQ ,Q WK ,QHWHNULQD WL GG DOV ¥R Q UFEMFERIM RQ JURQWL

'RQ :LOOHPV 5DOSK 1LHOV ODUFHO YDQ *HUYRQLP @®GRRXKD VX XWSLRNOH JHV\
3DWWHUQ 5HFRFBIPEHU

&KL OLQ 2K 0G =DKD®X® &IOD® :RR /NHG 3DUWLFOH )LEWHUV IRU OXOWL W
*HVWXUH /LNHOLKRRGV 3URF (Rl WKM&RQIHUWQFH RQ VMRMRSEWHU DQG |,
7HFKQRORJ\ &,7 SXWHUERPFLHW\ :D$YKLQJWRQ '& 86

.DVSDU 5LHVHQ DQG +RUVW WEOXSK H: O B.® XV \WHRUR YL BOVEG ®RQ 9HFWRU 6SDFH
6FLHQWLILF 3XEOLVKLQJ &R ,QF G5LYHU (GJH 1- 86%

.DVSDU 5LHVHQ DQG +RUVW %XQNH LVWD®FSURRPBSXWRD \EURDKEWBNHM Q/DSK PDW
,PDJH DQG 9LVLRQ FRPSXWLQJ

8UV 5DPHU $ QRIAMIGXD\W LIRH) SV KR [$ R DWIRRX® ® IDEGPSH VEFMUYHWVD SKLEV DQC
3URFHVVLQJ +
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The generationof synthetic handwritten data for improving on-line
learning

ODUNBIE29E° /XNDV 7(f&@®»HDQ 3/$021DDIR KD P&HE 5, (7
P Efole de technologie supZrieure (fTS), Synchromedia Lab
MontrZal, Quzbec, Canada (514396-8800
Ffcole Polytechnique de MontrZal, Laboratorie Scribens
MontrZal, Qu/bec, Canada (5143404711
PDUWD UH]QDNR YDX¥N B M LW)HRRH UHIWIBDDQ ERPPRQGRQ#SO\PWO FD
PRKDPHG FKHULHW#HWVPWO FD

Abstract. ,Q WKLVZEDSHUURGXFH D I0DOHZRWMNUIRIUQBR @I KDQGZULWWHQ V\PERO
$V VXEKDUQLQJ VXIIHUV IURP PLVVLQJ GDWD DW WKH EHJLQQLQJ Rl WKH O
WKH XVH RREQRLDPDO PRGHO WR J2DQUH UDPHH X/RQ W KGHHDIOPVHEZR WHIK RO WHKBIO
VI\VWHP ZKHUH WKH UHFRJQLWLRQ RI D VLQJOH V\PERO FDQQRW EH SRVWSES
HYDOXDWH WKH XVH RI RXQR IQIRRHPZDROU R RIGH®D 6A\JFRPSDUL\RPQ RI WKH UHFI
EORFMDUQLQJ DQG OHDUQLQJ ZLMWKHRXLVP HIBOY RG\QEVKKINW LER W BWRDI W K H V H
FRQWULEXSWLHROQHWQW DQ HQKDIQFH KID@VE WR WLIKQH RBIFRIJQLWLRQ HVSHFLDOCG
VFUDWFK

1. Introduction
,Q WHKFHH B WU@WKDYH WHHERZWWYKH RI VPDUW GHYLFHV ZKLFK DUH RIWHQ K
VIPEROV ,Q PDQ\ VA\VWHPVY WKH XVH RGHIXBRKWLRER K ULAKT LYV DY /RPH
VIPEROV KH ILQGY WKH EHVIKWXRWBRZRRE MIXGKRMDONDUQLQJ IURP VI
ZKHUH @GRHBIUHWLRQ WDNHV SODFH DQG LW LV XS WR WKH XVHU WR GHI

+RZHYHU VXFK D IUHHGRP EULQJY FKDOOHQJHV IURP ZKLFK D ORZ
LQ WKIMVXS QHZ FODVVHV RI VI\PEROV FDQ EH GHILQHG RQH DIWHU DQR
VPDOO RU HYHQ QR WLPH IRU WKH V\VWIHW 1D \L REURNH BY QRWW HPQ NRLGDO\ L
FODVV DQG NHHSV WKH LQLWLDO UHRKRRUIQ LIRMIARQQDMNXH DOR ¥V R) /B DAMUKHEKY 1.
PRUH GDWD VR WKDW WKH V\VWHP FDQ EHFRPHVRRIUH UREXVW VRRQHU D

7TKHUH KDYH EHHQ VHYHUDO DWWHPSWV WR D GGCGXUBDMWH & R JHQH
QXPEHU RI AREPHOEHVH. VW VRPH PRUH UHFHQW ZRUNV L W QRPHWMHRRIGY S
GDWD EDVHG RQ EHKDYLRXUDO PRGHOV G6FKPLGW DQG /HH NLQH
PLQLPL]DWLRQ SQVR®IGSAHVOMRE@DQDND RU QHRQDDGRBWZRUNYV
'RUN LQ WKLW SHRGIHHNQHPDWIGHVRHRELQJ UDSLG KXPDOEDRRYRBPAQW V E
30DPREBWRMO'MLRXPG 30DPRQGBANDP R & WRMO

:HDSSO\ WKLY PHWKRG RQ HYROOLQH PROHQVQRDISIREFOMFRID @ K
DWWHPSWYV WRQW DAHNDOHBRQI|SHBEDR MW DO IHINDWEQHU DQG % LVFKI

IXXJKRIHU +RZHYHU YHU\ IHZ PHWKRGY KDQGOH DOVR WKH OHDUQ

DUH ZRUNV DOVR FDSDEOH RI OMDUADRY IURP YEBDW¥VRXWXFK DSH]QDN
$QJHORY ,Q WKLV ZRUN ZHHXYBINRSYD®Q HYROYLQJ IXLQIPE ZH W K BB E
QHWZRDNSHQWHU

7KLV SDSHU LV RUJD @ ]HGFWW.RROOWEKW SURSRPRVOE OHIPHZIRIIN XNR
VIQWKHWLF GDWRHKBLVMRDPRYEBUPBOG PRGHO LV GHVWWWHBEHE? LIRR & HOWLR Q
VHFWI(RQOXDWLRQ UHVXOWY DUH SURYLGHG LQ VHEWHR®LRBRQFOXGHC

2. Framework for online realtime learning using syntheticdata
6LQFH LQ RXU ZRUN ZMWMLPRF R QCRH GREBPHQ DGD VIVWHP IRU KROVZULWW
UHFRJQLWLRQ ZH QHHG WR DGMXVW WKH XVH RI VIQWKHWLFPE GDWD W
VIVWHRPVWQRIHEQHUDWH RQ WKH 10\ MXVW DI WHBVB @HZE YRPIS$ OH DV QLN
HDFK QHZ VDPSOBOZ¥L®/W KHRWHLIFH VIDRRWEEHYH Y L R XD ABWROEH O MCKIHQ H G
UHFRJQLWLRQ RI VXFK QHZ VDPSOH LV QDWXUDOO\ SRVWSRQHG 7KLV |
WR WKH VA\VWHP 7R SUHYHQW WKLVKH RWMDEHO RPEHLQH DUPWE QVR AHX SR
IUDPHZRAHMFULURBORZLQJ

JLIXUH GWWSROBPS®YHWH IUDPHZRUN ZH SURSRVH LQ WKLV VHFWLEF
SURFHVVHY GHQRWHG ZL WKV WRIOH. (& HRI® @GIIPHSHIGIEGRRAKI W1 WKHVH SURF!
RULJLQDO UHFRJQLWLRQ DQG OHDUQR2QBH DD &DIFSMHU DW ISRI@ AR-H VWKW K ¢
GDWD JHQHUDWRU QHGG/HEMNKRAWNLYWIGDWBWWHKHHLU XVH :KHQ QR UHDO
WR WKH VA\VWHP VDPSOHV IURP WKH EXIIHU FDQ VWDDSWUWRUEW\SRI\RH-U
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VIQWKHWLF GDWD LQ WKH PHDQV RI IHHGLQJ WKHPLW R HMIGHH @& RAGRH @& F
SURFHVVHV EXIIHU LQFUHPHQWDOO\ VXSSOLHV WKH PR@GHOHZ WWKKH V\Q'
EXIITHU LV EHLQJ VKXIIOHG

Figure 1. Framework for on-line learning from scratch using synthetic data. X refers to an input sample that is fed
to the model and recognized. The information from the recognition process is then used for the learning and new
data are added to the model (the model is evolving). The solid line refers to the processing of real samples, where
based on recognition the system gives an output Y of a predicted label. The dashed line refers to the additional
processes related to the generation of synthetic data.

,GHDOO\ HHINHK WQBPMV LV LOWURGXHW® UH GXREH.G IRG WD S\KH V\V\
WR OHDUQ WKHVH FODVVHV IDVWHU 7KLV IUDPHZRUN LRMOWKWYMVEBRSENQ!.
OHDUQLQJ ZKHUH LW LV QRW DS S URISHLVDM MV Z H/ZHEXN OGREE IVYHANQY KABBK R DHIK
ZH GR QRW OHDUQ FODVVHV LQ EORFNV ULJKW DIWHU WKHLU RFFXUUHC(
UDWH DW WKH EHJLQQLQJ RI WKH OHDUQLQJ DW WKH VDPH OHYHO DV W

3. Log-normal model for artificial handwritten data
7KH 6LORDQRUPDDVPRBVWOG RQ WKH .LQHPDWLF 7KHRU\ RI UDSLG KXPI
LPSXONWSRQVHY RI D QHXURPXFRHE®RIOQMWIZ\RBERPSRVHG RI D QXPEHU
ZLWKDUD PH¥ PUPENR 'HWDLOV DERXW WKH YDULRXV HTXDWLRQV RI W
TXLWH RIWHQ DQG ZH UHIHU WKH UHDGHU WR WKH SUHYLRXV UHIHUHQI
(DFK WLPH QHZ VDPSOH FRPSRVHG RI FRRUGL@RW® R ULPD DQRNRUERHEDX |
GHYH®VHGEGWWM DM HFWHRW \W K L(\,, DEF)*®, R W¥H ( , B#P*+, o), P UHVXOWLQJ LQW
Y H F Y9R%£6 (%)%) 0D U W@ BR LV DAOFRI® RRRPGMEKKHQ ®RPPRUPDO PRGHO
WUDQVODWHG EDFNVWRWVEMHFRBUBDY/DXWHVH[{WUDFWLRQ ,Q WKLV ZRUN
EDVHGHJQDNRYD :LOOHPYV SXEIHHUDBY ZH FDQ QRWLFH LQ )LJIXU
VDPSOHVY QRZ UHSUHVHQWHG E\ D IHDWXUH YHWWRUW KBIUH MKRNXK KX SXS/

4. ARTIST

7KH57,67 PRGHO LV ED&XHGIRR MO NIBREKHD DQG 6 XJMQRRQWDLQV WKUHF
SDUWV L H UXOH JHQHUDWLRQ DQWHFHGHQW SDUW DQG FRQVHTXHQ
UXOH JLYHV DQ RXWSXW IRU HYHU\ FODVV 7KH RXWSXW RI RQH UXOH
7KHQWHFHGHQW SDUW VWDWHV KRZ PXFK DQ XQODEHOHG VDPSOH LV
T+5 7KHMXH FRQYBUWHQMWXUQV WKH RBX®WLWRHRO WKHB® ®KWKH VDPSC

UBYy s
+{F+56*'0- U UBYyas

7KH JHQHUDWLRQ RI WKH $UR & WZSRDMNE DY WEAR QV $B0 O ROW K H QHUDHW L Q
DQ LQFUHPHQWDO PDQQHU ZKHUH WHKH ©B06\VD/MF BIRQQRHW DEBHEHES VRR) BAHH
UXOHY DUH QRW JHQHUDWHG ZLWK WKH LQIOXHQFH RI LQIRUPDWLRQ D
ZD\
5. Results
,ONKLV ZRURFXV WQPHOBQH OHDUQLQJ IURRAWEDNWHRREMEMIVKPNDWD NH Q
SODFH EHIRUH WHKH R QQWRBRQ @QEHIBSURRMMY HDFK FODVV LV LQWURG
UDQGRP RUGHU PRWALOH ABHDMRWHWD ARODK) RMMHUQLQJ 7KLV RFFXUV H
EHIJLQQLQJ RI WKH OHDUQLQJ SURFHVYV ZKHQ RQO\ IHZ VDPSOHV DUH
ZHDRKXV E\ XVLQJ Vi WKHWR \G-ION¥Bl WKLV BQREHMHHPQDRG WR/ZERJ UHV.
WKHIPODRIJQRUPDO PRGHO LV KHOSIXO

‘H SHUIRXJIP HYDOXDWLRQ RQ D KDGBGQ@BK WRVAFRGB WWEDMWQ K QB \a GDWDVN 8
IRU FODVVHV ,Q WKLV ZRUNHKRYBPHOHYHVRYBNMRYWMKHGHERDY WHUP HQ
XVLQJ VIQWKHWLF GDWD RIIHUV
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a) b)

Figure 2. Comparison of recognition rate when using only original data to the use of synthetic data, without (a)
and with (b) highlighted times of addition of new class (dots).

,QLIJXUHHDFRPSDUH WKH LQLWLDO OHDUQLQJ ZLWK WKH XVH RI SXL
XVLQJ DOVR VI\QWKHWLF GDWD EDV,GCUK®PKR XWKSURSRYHER IUJABZRURH
OHDUQLQJ RI VIQWKHWLF GDWD L H WKH WLPRAREHRMFKHH VOHRV AR QN H
VIVWHP VHOHFW D UDQGRP QXPEHU RI VDPS®MNM MUKREVONDKEHE HEX | WHR) EZH. W
OHDUQHG LQ WKH WLPH EHWZHHQ WUZR B BG¥®BFRDNQ YEH RMHHQ Q V& H/ XN 8§ O
GDWD KHOSV WKH V\VWHP WR OHDUQ QHZ FODVVHV PXFK IDVWHU ZK
DYRLGLQJKGUBBFIRIQLWLRQ UDWH DIW,QU) QHAZRHO ER K SIDW H MRIHR\GKXREG\G
ZLWK KLJKOLJKWHG QHPH ®RDVVWR VEKH SE\EHEPDQ QRWH DW WKH EHJLC
OHDUQLQJ SURFHVV WKH UHFRJQLWLRQ UDWHD®H B F\O BARV ELH/ LW UKR.G X
WKH VIVWHP QR RXWSXW LV H[SHFWHG DQG WKXV QR HUURU LV UHFRL
KDYH EHHQ LQWURGXFHG DW WKH EHJLQQLQJ ZKUFK DDOVUR MK B XHQHF |
VIQWKHWLF GDWD LV EHQHILFLDO

Figure 3. Comparison of recognition rate between block and buffer-based learning.

,Q )LIXVUH FRPSDUH WKH LQLWLDO UHFRJQLWLRQ UDWH ZLWK EORF
VIQWKHWRWY¥F KBDAMKDQIHZO\ DGGHG VDPSOH WR WKH UHFRJQLWLRQ UDWH
UDQGRPO\ SLFNHG VIQWKHWLF VDPSOHV I$\RRW FEIXQIHEH DHHQD O\KRIZH &I N
DSSURDFK LV DV HIILFLHQW DV WKH EORFN OHDUQLQJ ZLWK WKH EHQH

$00 UHVXOWYVY H[FHSW )LJXUH E DUHQDmMODYHBHM IFDMVRVO H B5ULO WQ R WM
XVLQJ 6@RPQRUPDO PRGHO IRU JHQHUDWLRQ RI VIQWKHWLF GDWD LP
OHDU@REXI RULJLQDO VDPSOH LV XVHG WR JKIQH @ R RVGEVDENREHMENRIHD O \

VKH VL]H RI W¥Xg LA HWAE 6D WQU DRI/ ZIRIMK P X OMDRHHUHDO XVH

6. Conclusion and discussion
7KH PDLQ JRDO RI WKLV ZRUN ZDV WR VROYH WKH SUREOHP RI ORZ SH
OHDUQLQJ 7KH PDLQ FDXVHWYW RWMKIWRRVUJRERIPPVBEUBWFK DQ®IRQ WKH |
WKHVH IHDW XUHRKRUD XIWHAIKQFFHOAVIDISALFDWLRQV ZKHUH WKH XVHU LV OH\
ZKDW V\PEROV KH ZLOO XVH RQ KLV GHYLFH

,Q WKLVZERWMRSRVHG WR XVH VIQWKORILFREGPWO ERCHOG RE¥DEVRIPIH ¢
QHZ IUDPHZRUN XWYIQHUVIKX ROBHE LE WRLPFRORX®REZ RIKWKIHHDBFRWKAHWHRLY/ V\V
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QR URRP WR SRVWSRQH LWV @HVISROQW HW HR WD HNDIERPVVREVHW RI W
KDQGZULWWHQ V\PEROV GDWDEDVH LQ RUSRMLWRRQKR IR W KWK 8 HILQRWR D
OHDUQLQJ SURFHVV

‘H KDYH VKRZQ WKDW WKH XVH RI VIQWKHWLF GDWD LQGHHG KH
QHHGHGARQHRQHDUQLQJ DQG UHFRJQLWLRQ :H KDYH DOMWMR NIKRZQ WK I
OHYHO RI UHFRERP BN RIYGUWR MWWKH EORFN OHDUQLQJ

,Q RXU IXWXH HLRFEYN RQ WKH DGMXVWPHQW RRQ®RVRDDGEBRGHOR W
PRUH VXLWHG IRU WKH SXUSRVH RI VIQWKEAEVNQLY R RMENOIMARIH VW IR € VU PFEIR (
JHQHUDWHG V\QWKHWLF GDWD LQ RUGHU WR HQKDQFH WKH V\VWHP D
$QRWKHU VWXG\ RWRQWSORVW WKOOEEKDYLRXU RI WKH V\VJWBP ZKHQ QF
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Abstract.

The developmenof predictivetools has been commoniytilized as the most effectivenanner topreventillnesses that

strike suddenlyWithin this context, investigations linking fine human motor control with brain stroke risk factors are
consideredto have a highpotential but they are still in an early stage of reseafdte present paper anabs
neuromusculafeaturesof oscillatory movements bad on theOmegalLognormal model of th&inematic TheoryOn a
database of oscillatory movements from 120 subjects, we demonstrate that the proposed features differ significant
between subjest with and withoutbrain strokerisk factors. This promising result motivates the development of
predictive tools based ahe Omegal ognormalmodel

1. Introduction consideredhs a initial steptowardsthe development of a

A brain stroke, or cerebrovascular accident, teol to determine if the performer of oscillatory
characterized by the suddenanifestation of combined movementdas brain stoke risk factors or not.

cerebral circulatory disorders that negatively afféee The remainder of this paper is organized as follows. First,
vasculature of the brain. A brain stroke episode resultstlie experimental protocol for the acquisition stitlatory
necrosis of certain rhin cell types, which causesmovements is detailed in SectionThen, he dataanalysis
irreversible damage to an array of neurological functionsbasedon the Omegdognormal modeland the proposed
22% to 25% othe patients and death within one year foneuromuscular featurege presented in SectionRBnally,
25% of the patients[1]. Approximately 79900 people experimental results are provided in Section 4 and
experience a new or recurrent strakenually Therefore conclusions are drawin Section 5.

on average, someone dies of mls¢ every 4 minute§2].

Furthermore brain strokes arsuddeneventsand most of 2. Experimental Protocol

the timethey occurunexpectely. An effective method of For the assessment of the proposeéthod a database
addressing this medical issue is therefgmevention containing digitized information of oscillatory movements
throughthe development ogbredictivetools Handwriting from 120 subjects was used. Within the database, 57
recognition tools have emergd as one suchpossible subjects considered as healthyare mixed with 63
solution[3, 4]. It is not the first timehat pattern analysis exhibiting some of the following brain stroke risk factors
of fine motor controlis employedin diseaseprevention (abbreviation, number of subjects affected): diabetes
Noticeable results have beathievedpreviouslyin the mellitus (DM; 15), obesity (OB; 10), hypdension (HT;
preventionof other diseasesuch asParkinsondiseasd5] 40), hypercholesterolemia (HC; 28), cardiac disease (CD;
or Schizophrenigb6]. 24), and cigarette smoking (C23). From these 63

It has been reported recentlyat some brain stroke riskparticipants, 25 had only one risk factor, 18 had two, 12
factors can be associated with the deterioratiosevkral hadthree,7 had four, and. had five.In order to evaluate a
cognitive psychomotor characteristic¥], which are

obtained fromthe lognormal handwriting modedf the

Kinematic Theory[8, 9, 10]. In this paper, we focus on one

of the movement modalitiesuggested in[7], namely

oscillatory movements at maximum frequencyand

investigate the feasibility of developing predictive tools in

more detail. The study and anadjs of oscillatory

movements has a strong history in human motor control,

from a theretical and model perspective [11, 12, 18]

applcations in various field [13, 14].

To achieveour goaj a database containing thandwriting

movements of 20 subjectsvith and without brain stroke

risk factorsis analygdusingthe Omegd.ognormal model

[7]. We propose a set of severeuromuscularfeatures

based onthe model andlemonstrate with ANOVA tests

thatfour of thesdliffer significantly between subjects with

and without risk factorsThe results obtained¢dan be
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wide age rage, 27 of the participaatebetween 25 and 39 alternating pen strokes in opgite direction.
years old, 31 arbetween 40 an&4, 33are between 55 For parameter extraction from the original pen trajectory, a
and 69 and 29 are betwe@ to 85 years oldMoreover modified version of the Robust Xzero extractor was used
the distribution amongendersis almostbalancedasthe [16, 17. In order to evaluate the quality of the model, the
sample contains 68 women and 52 men. signalto-noise ratio is computed as a measursiwilarity
During the performance of the trial, a Wacom Intuod#tween the original velocity,; and the reconstructed
table was used to digitize th2D Cartesian coordinated velocity! ., [8]:
the pen tip at a sampling frequency of 200 Hz.
To accomplishthe trial, the subjects were askedparform J byt

. . : - R I | L T
oscillatory movements with the pen tip as fast as possible <f”!,,# TN )
between two targets during ten seconds, after a start
Signa|9d b an auditory CU.eAdditiona”y, g,lldlng sheets Figure 2 shows an examp|e of a wfktled Ve|ocity
were used to indicate to thparticipantsthe starting reconstruction using the Omegagnormal model.In
position and the targets to lai illustrated in Figure The order to reach a more precise SNR, the original digitized
movements were performed with the dominant hand. 1d43ta was first interpolated and lguassfiltered to remove

participants reported themselvesight-handed. high frequency components introduced during the
It is also important to mentiothat ro practice or learning digitization

period was allowed befor¢he exercise and nly one
acquisitionof datawaspermitted.After removing outlies, 3.2 Qutlier Removal
115 subjectsverekept in the databas#lore information Since the parameter extraction software finds local

about thedatabase can be found[ir]. minimal solutions, possibleutliers or unusual valse
generated during the digitizing stage or the parameter
3 Data Analysis extraction processave been removed
A certain transient period at the beginning of the signal
3.1 Omegal.ognormal Model could be considered as less stable since the tniate

The Kinematic Theoryof rapid human movements is a seberformed without previous trainingAlso, the last
of models that dscrbe human handwriting movementsnovements of the writers could be affected and
using a unique framework based on the dielgmormal consequently altered by muscular fatigue due to the
law. A basic unitrepresenting a pen strolebuilt up from process itself Hence, thethree first and the thredast
|Ogn0rma|S.These models grantfiiting reconstruction of |Ogn0rma|s were removed to minimizeetie fluduations.
handwriting velocity profile [15]. Amid this set,the An gpproximatedistance 0f180 mm separate the outer
Omegalognormal model, which analyseke motionof |imits of the two target zones. Since some writers could
alternating sequencesof lognormals is the most execute the pen strokes insamewhatdiagonal or even
appropriate modeb analyseoscillaing movements in one pendng fashion the effective distance covered by the pen
dimension. It has already been employedin previous could be somewhat larger than 180medditionally,
studieq[7] andis defined by: taking into account that thmodelparametet reflects the
. . pen stroke distance without the influence of the next pen
. ' \ stroke in opposite directior final value of 20 mm was
v !Z! b et O !Z! et )1 considered as an upper bound for this paramstanilarly,
I o o a lower bound of 45mrhas been fixedwhich is a bit less
PG L[ (U (L T ) G061 tzr;a;]r;;he distance between thenér limits of the target
| TS ORRnL Finally, a minimum SNR was requirgdr each lognormal
o T to be taken into account. Several repdrave pointed out
' ‘ thata quality over 15 dbs sufficient for human movement
The individual pen strokes are initialized at timeand the analysis[10].
distance covered is. The parameters and! lare related After this process 8326 lognormatemained fromthe
to the neuromuscular execution of the pen strok¥iginal database containing 9412 (11,53% of the
Oscillatory movements are modelled as a sequencel®gnormalshave beerremoved). From this percentage,
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7,33% ofthe lognormalavereremovedfrom the extremes

directly and 4,2%were removedbecause they did not fit L g

within the limits mentioned above. R

At the end of the cleaning processverallognormalsstill o o

remainfor all writers. However, if theemainingnumber taking into account the camonly used significance level
of lognormalsis low, a statisticalanalysismay not be ! ! !'!'" and considering the Bonferroni correction, that is
reliable. Thiscould be either due to a large number ¢n adjustment for multiple parameter testing (7 tiestur
removed outliersor dueto an unusual number of percase one for each featureyhich compensates for the fact
strokes during the experimentll writers with less than 15 that a significant result could be observed by chance.
lognormals (4 writers) have beenexcluded from the

database 4.2 Results
Table 1 displaysthe results obtainedfrom the oneway
3.3Proposed Features ANOVA tests. Distributed horizontally in columns, the

In order to potentially discriminate between subjects witBble shows all the &ures considered in this paper.
and withoutbrain strokerisk factors, we propose a set oPeneath eachfeature the corresponding {value is
seven neuromuscular features baseud the Omega displayedLikewise, the mean of the considered featuses
Lognormal model presentedor subjects with and without rick factors (RiR)

- L1111 : The first three features correspond directly witHe table.

model parametersthat is the neuromuscular inputSignificant resultstaking into accountthe Bonferroni
commandD, which correspond to the pen stratistance correction are marked in bolth four out of seven cases,
(when executed in isolation without influence of the neite tests are significant, demonstrating that the proposed
pen stroke in opposite directioad thetwo parameters neuromusular features, indeed, differ between subjects
and! relatedto the logtime delay and the logresponse timf@ith brain stroke risk factors and subjects without risk

of the neuromuscular system responding to the commangctors. _ S .
- 11,11, The two next features describe the frequeaty The resultsobtained for the individual testeveal which

the pen stroked !, is the time differencéetweenthe !, featuresare most discriminativeéo classify writerswith

parameters of two consecutive lognormals ands the r€Spectto their. brgin_ stroke risk factors conditicand
dominant frequency extracted by means of fast Fourl¥pich arelessdiscriminative.Each of the three groups of
transform (FFT)The FFT has been computed with Matlag€atures (see Section 3.3) contains at least one significant
over the reconstructed signasing 1024 pointsMost of (€St result. The lowestyalues are reported for tlsecond

the subjectspresentvarious components the frequency 9roup of features relatem the frequency of lognormals

domain !, corresponds tthe frequencyf the component The mean frequency is. significantly lower for subjects
with the maximurrpower. with risk factors, that is they could not execute the

S L% 11"#$%: The final two features are concerne@Scillatory movements as fast as the subjects without risk
with the model quality!"# is the signato-noiseratio factors.In the first group of features, tHe parameter of

(see Section 3.1) and# !!"#$% is normalized with the the _Omegg_ognorr_nal mo‘?'e' has proven to pe most
number of lognormals. discriminative and in the third group, the normalization of

For the featured 11111 and!'!, the mean value of theth€!# with the number of lognormals wagcessaryo
lognormals isconsideredor each oscillatory movement ~ 2chiéve a significant refuin accordance with previous
studies[8, 19, 20].
In order to developredictive toas based on the Omega
Lognormal modelthesefeatures could be pointed out as
discriminative with respect to brain stroke risk factors. A
gmbination of these features is expected to provide the
est prediction result.

4 Experimental Evaluation

4.1 Statistical Analysis
In an experimental evaluation, we aim to demonstrate t
the proposed neuromudar features differ between th
groups of subjects with and without brain stroke risk
factors. To that end, wperform a onevay ANOVA test :

on conclusions

for eachfeature. The null hypothesis that the populati
yp pop I.Lrp‘éhis paper, we have investigatpdssiblelinks between

means are the same is rejected if, for at least one of ) . .
features, the palue is fine human motor control and brain stroke risk factors with

Table 1: ANOVA test-palues for theproposedeatures

! ! ! I I I"# I"# 11"#3$%
P-value 0.0285 0.1545 7.21e-05 2.13e-05 2.02e-07 0.326 1.99e-05
Mean 124.6 -0.171 0.041 0.115 5.0 20.4 0.27
without RF
Mean with 116.2 -0.172 0.059 0.170 35 21.1 0.46
RF
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a view to prediction tools. We have focused our study on
oscillatory movements at maximum frequency and
proposed a set afeven neuromuscular features lthea
the Omegd.ognormal handwriting model that aim to9.
distinguish subjects with risk factors from subjects without
risk factors.
A databaseincluding 120 subjects, highly balanced ifd0.
terms ofgender,brain stroke risk factorsand age range
has beeranalysed based on the Omdgaynormal model
Oneway ANOVA tests with Bonferroni correction have
demonstrated that the features differ, indeed, between
subjects with and without risk factors.
The results highlightthe possibiliy of developing 11.
predictivetools based orsome ofthe proposedeatures
The application of patternrecognition and machine
learningtechniqueausing the most discriminative features
of the modelseem to be the next natural step in this
process.
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Abstract. The goal of our experiment is to develop a useful and accessible tool that can be used to evaluate a
SDWLHQWITV KHDOWK E $trbk@sD\Wwe iisepIclélD €pmaputing \Apprdach to analyze stroke data
sampled on a commercial tablet working on the Android platform and a distant server to perform complex
calculations using the Delta and Sigma lognormal algorithms. A Google Drive account is used to store the
data and to ease the development of the project. The communication between the tablet, the cloud and the
server is encrypted to ensure biomedical information confidentiality. Highly parameterized biomedical tests
are implemented on the tablet as well as a free drawing test to evaluate the validity of the data acquired by the
first test compared to the second one.lded shapemodel descriptor pattern recognition algorithm is used

to classify the data obtained by the free drawing st functions presented in this paper are still currently
under development and other improvements are needkedeblaunching the applicatiom ithe public

domain.

1. Introduction

Over the years, at Scribens Laboratory, we have developed algorithms for extracting lognormal parameters that
describe handwriting movements. The study of the evolution of these parameters over a longer period of time
would allow us to anale changes inD X VeUr§-motor skills. We could monitor the improvements of a child
learning to write or detect the loss of neuro-motor skill. These programs were until now restricted to Wacom
tablets connected to standard computers and screens. The goal of this work is to transfer the software to a
portable Android tablet touch screen to eventually make it more easily accessible to physicians and clinicians.

To accomplish this, PolytechniqdontrZal and the Computer Vision Cent&a(celona,CVC) have
initiated a collaborative project that ano creae an Android application that is abte:

xAnalyzH D SDWLHQWTV KDQGZULWLQJ VWURNHYV WR GHWHUPLQH UHOH
xRecognize specific patterns or shapes frobmS D Wdtawipd\wiwriting (CVG.

Once completed and fully integrated, this application will be used as a tool for biomedical research. The
effects of young children (5-7 years old) learning to write and the effects of aging have already been proven
(Plamondonet al. 2013) Another important application for this tool is to characteriz€ B W L H Q Wafidy KHD O W K
follow its progression through time2 Reilly etal. 2010)

The pattern recognizer developed by the CVC is included in the application to perform word or drawing
spotting to assess the potentiality of recovering the same biomedical information about a subject state
(learning/aging/health) without the boundaries of a highly parameterized test. If this hypothesis is confirmed, a
whole new area of possible applications could be created.

2. Implementation choices and project definition

By using the Android platform, which is very popular for new electronic tablet and smart phone technology, the
application will be highly accessible to a very large portion of the targeted population. A Samsung Galaxy Note
10.1 2014 edition was used to test the application.

Because the two algorithms used in the application to analyze biomedical data, namely the Delta-
lognormal and Sigma-lognormal algorithmBlgmondonet al. 2009, require a lot of resources (memory,
computation power), a distant sen®used to take ovahe analysis and the digitizer (tablet, smart phone, etc.)
serves as an acquisition module with a user interface.

This interface first presents itself to the user with two main choices: biomedical tests and free drawing
session. The first choice leads to a panel of options representing different predefined highly parameterized and
bounded tests that are currently used atédHeULEH QV O D E R leDalWR14) whid] thél $eCo@d choice
leads to a free drawing area. Here, a shape recognizer algalitbois shapes, and the associated relevant
LQIRUPDWLRQ DERXW iskeKielved AfeMadidsW TV VWURNHYV
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The choice of the shapes for the recognizer to detect is important because we must confirm that a free
drawing stroke is similar to a stroke made within a highly parameterized test. The triangle is a good example of
shape that can be use® 75 H letaD 2011). Therefore,we first focused on the triangle as a shape to be
recognized. Other shapes may be defined taieand theS O D W Inrotuliaf] design allows for easy integration
of new options. The database in the cloud will also have to be organized such that the data corresponding to a
specific type of freehand or constrained drawing of a particular shape are easy to recover and analyze.

A Google Drive account was usedaadoud to facilitate the communication between the digitizer and the
server. This approach has the advantage of storing all the relevant data in a cloud which allows the application
part of the project to be developed independently from the server part. It also procures a facilitated way to
transfer and store the data fil&dsLD *RRJOHTV DSSOLFDW L Ra@d idJradipunion bdidnd QWHU IDF |

3. Digitizer using the Android platform

This section presents the user interface developed on the Android platform to acquire biomedical data from user
handwriting strokesThe tablet used for this project is tBamsung Galaxy Note 10.1 201#he first thing that

we did wasreplace the SPencars/data acquisition claswith a standrd canva, written in Java, which
increased the sampling frequency from 25 to 60 Hz. Then, we focused our effoesigring three teststhe

single stroke test, the triangle test and the free drawing area.

The single stroke test is quite simple: after hearing an audio stimulus, the user must perform a single rapid
movement from a black dot at the centre of the screen (start zone) to one of the grey areasrséithtzdside
of the screen (end zones) (Figure 1a).

Figure 1b presents the second biomedical test available on the application, the triangle shape test. The
user must draw the triangle shape appearing on the screen using a single sequence of strokes. This shape is
defined by three circles that represent the corners of the triangle and by three coloured bands that form the edges
of the triangle. The user must start their stroke within the circle identified with tag 1, reach the circle tagged with
the number 2 and then the one tagged with a 3 before finishing their stroke back in the first circle. Like the
previous test, the stroke must not be drawn until the audio stimulus is launched.

Those two interfaces contain a drawing area (1) where the user must execute the test, a Tutorial button (2)
to assist the user by presenting tutorial slides and finally a Settings button (3) to be able to modify the test
settings. The Help button (4) appears only when a user needs to be reminded of the test rules. The last button (5),
ZLWK WKH XMIidded ¥ agdeds lthe user settings and to log out from the application. This last button is
always available throughout the application except from the login interface.

Figure 1c presents the free drawing interface, which shows a drawing area, a Settings button to change
parameters such as the colour of the pedluB QG WKH XVHUTV QDP BeEts BUéiR(Q) to,ahasB OV R KD
the drawing area and start a new drawing. Functionalities such as saving a drawing or editing a line (without
changing the relevant biomedical data) could be added in the future to increase the MM rfxié&eHdliness.

Figure 1: a) the simple stroke test interface, b) the triangle shape test interface and c) the free drawing interface.

The first two interfaces are highly parameterized, and the properties of the geometrical features and of the
audio stimulus signal can be modified when accessing the settings menu with the appropriate button (3 on
Figures 1la and 1b). Table 1 presents the properties that can be modified for each of the two interfaces and the
audio stimulus signal with their associated default values in parentheses. This allows the experimenter to adjust
the two tests for each user if necessary. For example, if a particular user suffel@ &M LQVRQTV GLVHDVI
start zone radius of the interfaces may need to be augmented to accommodate them.

Table 1: The settings of the two interfaces including the properties of the audio stimulus signal. Default values
follow the setting in parentheses.

Simple $roketest interface

Velocity threshold50 mm/9, start zame radius (2.5nm), end zone inneradius (20mm), exd zone outer radiu
(50mm), end zone angl¢45;), start zone cola (black),end zone colar (grey)

Triangletest interface
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Velocity threshold(50 mm/s), first circle radius (1@m), second and thirdircle radius (10mm), triangle
radius (40mm), edgewidth (20mm), triangle orientation (0j), first circle calo(green), second and third circ
colour (blue), edgeolour (turquoise)

Audio stimulus signal

Frequency1000Hz), duration (0.5), minimun start time (Is), maximum start time (1§), volume (50%)

The velocity threshold parameter is used to limit the movement at the beginning of the stroke before the
movement is initialized. The end zone angle parameter in the simple stroke test interface represents the angle of
the HQG JRQHTV DUF GLY L@angke tesdt WetfRce, th® tdanyl dtientation parameter is the angle
between the horizontal line that splits the screen in half on its height and the centre of the first circle. The
minimum and maximum start time associated with the audio stimulus signal represent the limits of the uniform
distribution of the delay before the audio stimulus is launched. The delay value is picked randomly in this
distribution. Every kind of error is distinguished and the strokes containing any errors are identified with a
corresponding tag. Those tags are principally used to identify, on the server side of the project, the strokes
containing errors, and to analyze them apart from the strokes that were performed correctly.

The SXUSRVH RI1 WK HedddBa®ind seltidid tR §35e¢s the hypothesis that strokes that are not
bound to follow specific rules like the ones used in the biomedical tests (start and stop in specific boundaries,
start the stroke at a specific time, etc.) can also be used to aralyXe/ bidth§dical parameters. In order to do
that, the free drawing interface only presents a blank drawing area where the user is asked to draw triangles
(Figure 1c). Since this shape is already used as a parameterized test, comparison between the data acquired by
the triangle test and the data acquired with the free drawing test can provide useful insight on the validity of the
free drawing data type. The rectangle or circle are other basic shapes that could also be incorporated to this
application to be recognized and analyzed. We are considering a new function that could draw basic flow charts
based on the recognition of a few of these basic shapes while at the same time recovering the necessary
biomedical informationWe may investigate this in the near future.

The data associated with the stroke is saved in an .hws file format which registers the timestamp, position,
velocity and pressure of every data point. The velocity is estimated using Euclidian distance. All the meta-data
associated with every stroke, such as an error occurrence and its type, are registered in a different text document.
Those two files are then transferred from remote to central storage. The Advanced Encryption Standard (AES
encryption algorithm is also used to encrypt the data which must be kept private. The encryption process is
password protected. The communication between the Google Drive, the tablet and the server is secured by using
a special key that is associated Wit WKLYV VSHFLILF DSSOLFDWLRcQAIed iDthée RIe@W 7KLV
application and in the server.

4. Analysis of the data

This section presents the computation part of the project to analyze the data correctly. Firstly, when the
encrypted .hws and text files are uploaded on the Google Drive account from the tablet, they are organized by
user and type of test. Then, a distant server is used to fetch all new files and teatyaccording to type. The

second step is to decrypt the data so that it can be analyzed by the appropriate algorithm. Those algorithms are
the Delta-lognormal and the Sigma-lognormal (Plamoretal. 2009 that are used to respectively analyze the

data from single strokes and from more complex strokes, such as the ones produces during the triangle shape
test. The algorithms were conceived assuming the data acquired would be sampled at a frequency of 200Hz. This
caused a problem with commercial tablets since the highest sampling frequency observed was 60 Hz and that
frequency was not steady. To resolve this issue, a pre-processing step was added, by interpolating the data to
simulate a 200 Hz frequency sampling. In the end, we want to be able to show the computed results on the tablet,
which means going through the stepg@éncrypting the results from the analysis and transferring them from

the server to the cloud.

One step must be added to properly analyze the datésthetjuired during the free drawing test. The
strokes must first be recognized as triangle-shaped befotg to analyze them in order to achieve the goal of
validating the use of this kind of data. We use the Blurred Shape Model (BSM) descriptor, which is an improved
version of the Zoning descriptor that encodes the probability of pixel densities of image regions (Etedlera
2009. This descriptor is computed on the image generated from the stroke that has been drawn on the screen,
without taking into account the sampling and the spE@dt, the image is divided into a grid ofx n equal
sized sukregons. Then, each cell in the grid receives votes from the shape points in it and also from the shape
points in the neighbouring striegions.Each shape point contributes to a density measemeof its cell and its
neighboring cells. This contribution isewghted according to the distance between the point ancetiteoidof
each region. Finally the descriptgrnormalized within the range 0 101n order to recognize the input symbol,
the Euclidean distance is used to compute the similarity betweesythigols stored in the databa3éose
symbols are spedif to each user and are storadthe Google Drive cloudThen, a k-Nearest Neighbour
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algorithm is used for classification in order to differentiate different symbols such as rectangle andTtisles.

allows for further development of the application to recognize other shapes than the triangle. Finally, a second
and a third classification processes are used to distinguish different types of triangles. Because the stroke order is
important in the biomedical analysis, we make the distinction between the same symbols depending on whether
they were drawn clockwise or counter-clockwise. The orientation of the stroke (clockwise/counter-clockwise) is
determined using the formula [1]. The stroke orientation is determined by comparing whether the result is greater
than 0. If this is the case, then the triangle was drawn clockwise; othérwie drawn counter-clockwise. This
formula comes from the Shoelace formula for computing the area of a polygon. The constant factor from the
Shoelace formula can be omitted since our sole interest is to compute the orientation and not the total area.

IHSIBIUY v, (1-%0'ys*. - %o%%%%%%%6%6%6/+0%

The third classification process is useful for spatially locating\he L D paitdddgbwit. To classify the
starting point of the triangle, nine different classes are used: up_left, up_centre, up_right, middle_ left,
middle_centre, middle_right, down_left, down_centre and down_right. This classification is performed by
placing the point in a grid and analyzing where it is placed.

The BSM algorithm needs to be trained before the user draws the first free drawing strokes. The triangle
biomedical test is used to accomplish that. In fact, if the user has not tried the triangle biomedical test before the
free drawing program, they are automatically redirected towards the triangle biomedical test in order to train the
recognizer. Once the training is done, the reference data is uploaded into their folder in the cloud and the user
can use theD S S O L Fiz&\tkaviQdtest.

Once the data is analyzed, a new type of file with the results is created (.ana). Those results contain the
lognormal parameters that model the velocity curves. For the Delta-lognormal algorithm, only one lognormal is
sufficient to model the data while for the Sigma-lognormal algorithm, multiple lognormals are needed.

5. Conclusion

This work aims ultimately to produce a useful clinical tool that is able to detect early signs of specific diseases
by analyzing handwriting-related data. The prototype presented in this paper supports the basic functionalities
that we want to include in this work, such as the simple stroke and triangle shape tests. It also supports a more
advanced function which is the detection of fyegrawn triangles. Biomedical data is analyzed on a server in a
secure way but the results still need to be interpreted and investigated.

A big issue with this process is its duration. Using a computer with low random-access memory for the
server, the process of computing all the data to create a results file can take up to one minute. A substantial part
of the processing time can be attributed to the booting of some programs needed by the lognormal algorithms.
The processing time includes the time required for data transmission, but the transmission part of the process is
insignificant (less than a second) compared to the computation time. In real-time mobile applicatian, such
delay might create user dissatisfaction. Future optimization of the lognormal algorithms and a better
understanding of the parameters useful in the interpretation of human movement might help reducing the
processing time.

Overall, the goal was to create a working prototygegoal which was successfully reached. All the steps
were completed, from doing a test to receiving its results, the only downfall being the processing time, which can
be easily improved by acquiring or designing an optimized server for the required calculations. Optimizing this
delay is one of the requirements of being able to develop a large-scale application. A number of improvements
can also be added to the applicatisach as a results window that interprets the analyzed data and the creation
of experimenter accounts that would make it possible to change specific aspects of the applietidluence
of the interpolated sampling frequency is also still yet to be evaluated. Interpreting the resulting data for neural
pathology will be the final significant step in this work.
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Abstract. We present a model of the spinal cord in controlmg degre®f-freedomarm movementsThe

model includes both neural and musculoskeletal funstioran integrated framework. The model has been
implemented by an artfial neural networkcoupled witha @mputational model of muscle publicly
available The experimental results show that the model is able to regulate the position of the arm and to
mediate reflex actionlsy integrating commands from CNS and signals fpooprioceptors

1. Introduction
How voluntary movements of the arm are controlled by the brain is still an open question despite many studies
on human movements have been conducted to give an answer to it. In recent years, the scientific community has
realized that combining knowledge from behavioural studies, neurophysiological investigations and neural
modelling is the right track to understand which proegescur within the central nervous system (CNS) and
which is the role of the local circuitries in the spinal cord during the execution of a voluntary movement
(Alstermark B. et al., 2007)

The neural structures involved in the control of movement can be roughly separated in four
interconnected subsystems: the spinal cord system, the cerebralasattlerainstem system, the cerebellum and
the basal gangliaComputational models of those systenas for example Gontrerasvidal et al,1997;
Stefanovic et. al., 2014)are important becaugbey allow to overcomehe technical difficulties in maitoring
the activityand the interactions of those system during normal taskdhatphysiological studies in human
subjecs are performd in controlled conditions, i.ewith the subjectexecuts a reduced set of movements
Moreover they allowto investigatepathway whoseactivitiescannot be exploreby other means

In this study we present a neurocomputational model of the spinal cord and the way the CNS activates
such a circuitry for controlling arfimovements

2. The Spinal cord model

The spinal cord subsystem includes the alpha motor neurons, which innervate the skeletal muscle fibers with
their axons, and interneurons that are the main targets of the projections coming from the upper centers and the
major source of the alpha motor neurons. Moreover, the spinal cord hosts the gamma motor neurons, which
innervate intrafusal fibers for keeping the muscle spindle sensitive to stretch.

The spinal cord receives motor commands from the brain motor areas and sensory afferents from spindles
and tendon organs. As in part described by (Shadmehr et al., 2005), we hypothesized that, for each muscle, there
are five supraspinal signals sent to the spinal:ddriying Signal (DS), Length Control SigndL.CS), Force
Control Signal(FCS) Gamma Static, Gamma Dynamic

TheDS is the motor command used by the central system for selecting the muscle to be activated and for
modulating force and velocity of the system.

TheLCSis a descending input carrying information about the desired value of length for a given muscle
and it is compared with the output of the Il afferent fibers related to the homonymous muscle. When the output
of the Il afferent fibers is greater tha@S an excitatory synaptic input is sent to the alpha motoneuron and the
innervated muscle is shortened.

TheFCSis a descending input that sets the maximum allowable force that can be generated by the muscle
andit is compared with the output of the Ib afferent related to the homonymous muscle. When the signal coming
from the Golgi Tendon Organs is greater tR&S an inhibitory synaptic input is sent to the alpha motoneuron
and the activation of the innervated muscle is reduced.

Gamma Statids used by the supraspinal system for modulating the output of primary and secondary
afferent fibers, whil&Gamma Dynamids used for modulating the output of the primary afferent fibers.

The spinal networks of the prime-mover muscle and of its synergist and antagonist muscles are
interconnected in order to locally regulate the operating point of the system. The interconnections have been
partially derived from physiological and anatomical studies (Pierrot-Deseilligny and Burke, 2005) and are
reported in Figure .1n this study, a simple model has been adopted for each neuron, in particular the axonal
output is equal to:
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y 1L e Dy (1)

wherex; is the i-th synaptic input, and is the related weight that could be positive or negative depending on
whether the input was excitatory or inhibitorg,is the gain and is the bias. Given the network in Figurewle
need to compute 64 parameters in order to define the transfer function of each neuron. To simplify the problem,
we hypothesized thagach parameter assunibe samevalue for all the neuronselongingto the same class (i.e.
Ib neurons, la neurons, et¢.90 thatthe number ofunknown parameters dropped to 21. We used a Hill
Climber'Steepest Descent algorithm for finditige set of parameters that satisfy the following requirements:

xa relation between tHeriving signal and the axonal output of the alpha motoneuron as linear as possible;

xif the signal from the Ib afferent fiber is smaller than @S the axonal output of the Ib inhibitory

interneurons must be almost 0, otherwise it must increase with a slope equalR63)/(1-

Figure 1. Spinal circuitry. Connections ending with a fill dot are inhibitory

2.1 The musculoskeletal model

The musculoskeletal model used in this stigdg one degreef-freedom arm whose motion is restricted to the
extension/flexion of the elbow. In fact, the shoulder and the wrist joints are grounded while the elbow joint is
modelled as a hinge-like joint. The skeleton is made up of four bones: humerus, ulna, radius and hand. The
physical parameters used for the bones are reported in Table 1.

Table 1 Bones physical parameters

Mass Length

Humerus 3509 28 cm

Ulna 200 g 22 cm

Radius 200 g 23cm
Hand 500 g -

The musculoskeletal model includes three muscles: Biceps Short, Brachialis and Tricep&/é_ahgse
to useVirtual Muscle (Cheng et al., 2000; Song et al., 2008) as muscle mdieh combines the advantages of
phenomenological (Hill-type) and mechanistic (Huxley-type) models. In particular, Virtual Muscle groups a set
of phenomenological models, each of which describes the processes involved in muscle contraction. It is needed
to specify a set of parameters for each muscle model: the properties of individual fiber type are reported in
(Cheng et al., 2000) whereas the morphometric parameters are reported in Table 2.

Table 2 Muscles physical parameters. In the last column S means Slow and F means Fast

Opt. Fascicle Len. Opt. Tendon Len. Max. Musculoéndon Len  Mass Fibers Type

Biceps 14.75 cm 7.4 cm 32cm 350g 40% S, 60% F
Brachialis 10cm 3cm 18 cm 300g 60% S, 40% E
Triceps 19.9 cm 9.9cm 36 cm 500g 60% S, 40%F.
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Force and metabolic energy consumption are estimated by the model in response to neural excitation, muscle
length and velocity (Tsianos et al., 2012). Virtual Muscle is equipped with realistic models of spindles
(Mileusnic et al., 2006) and Golgi tendon organs (Mileusnic et al., 2006b) that respond, respectively, to muscle
stretch and fusimotor control and to muscle tension. The spindle provides information about the rate of muscle
length change and muscle length through la (prijnafferent fibers, and information about the muscle length
through Il (secondary) afferent fibers. Golgi tendon organs provide information about the force produced by the
muscle during his contraction through Ib afferent.

Eventually, a cylindrical wrapping object is used to model the bony surfaces over which the triceps
muscle wraplt ensures the right calculation and application of the muscle forces produced by the muscle on the
skeletal system. The arm model has been developed in the MSMS simulator (Khachani et al., 2008) and it is
depicted in Figure 2.a, while Figure 2.b illustrates the connections between the supraspinal systems, the spinal
cord, the muscles, the proprioceptors and the environment.

Figure 2. : (a) The arm model. Muscles are represented in red, the wrapping object is in blue. (b) The
spinal circuitry block diagram

(a) (b)

3. Experimental results

As validation, we arranged three experiments to verify if the arm movement was appropriate when an external
force or a load was applied and if the spinal cord model was able to control the musculoskeletal model for
reaching a desired position.

The first experimentverified if, without variations of the motor commands sent ®NS, the spinal
circuitry wasable to keep the position of the arnhemthe impulsve external forcalepicted in Figure.awas
applied.A similar experimentvascarried out on deafferentiated monketp evaluate the role @&pinal cord in
the execution of a moveme(®hadmehr et al., 2005)s shown in Figure.b, at the beginning thelbowwas
moved fromtheLQLWLDO SRVLWLRQ f pRLBOj ANHtRenGaftéf bdirtd GecBriRly/ theVimpuldive
forcewasapplied.The elbow angle showed an overshoot of 17.2j and an undershoot of 7.8 but after a recovery
time equal to 4.8 secosathe desired angle waeachedgain The same experiment was performed for different
desired positios and the spinal circuitry was always able to keep the position after a mean recovery time equal
to 1.19 secorsl a mean overshoot of 4.2;j and a mean understibdt7j. By \arying thevalues ofGamma
Dynamicsignak it was possible to regulate the response of the system (unpublished results).

The aim of thesecond experimenwas to verify if the protective mechanism of the Golgi reflex was
implemented by the presented spinal circuitry and if it could be modulated by vB#&dhe arm was placed
DW WKH SRVaWthenQhé&CSvdlue of each muscle and the external weight loaded on the hand were
modified. In particular, each muscle received the se@8that was varied from 0 to 1 with a step size of 0.1
while the weight was varied from 0 Kg to 10 Kg with a step size of 0.5 Kg. Given a valg€%and for the
weight,we evaluated if the arm kept the initial position or not. In Figuoea3displacement map is repedtand
the displacement was set to O if the arm kept the initial position, it was set to 1 otherwise. It resulted that the
bigger was the weight the bigger had toHES for keeping the position of the arm. It follows tl#&E€S can be
used to regulate the threshold of the Golgi reflex.

Eventually, the aim of ththird experimentvas to verify if it was possible to control the arm in order to
reach a desired position in a suitable time. We chose to modetiggicly signalwith a square burst for which
three parameters had to be specified: the duratithe amplitudeA and the steady state valke The last two
parameters range between 0 and 1 and both modulate the firing frequency of a mofeoruhi¢é sake of
simplicity, wehypothesized thatach burshad amplitude\ equal to 1thebursts sent to thegonist muscles had
the same duratiothgonisTs the steady statealue was equato Exconistsfor biceps and brachialis aritlwas
equal to 0 for the triceps because its effect can be taken into adeoofinst approximation, with the effect of the
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gravity. Therefore, the problem was reduced to find the paramBigesusTs taconists tantaconisTfor each
direction. For example, the desired positigr140j was reachesettingEaconist$0.4Q taconiss=0.40seconds
tantaconist0.10secondsas shown in Figura.d.

Figure 3. (a) External force applied to the arm (b) Position of the arm before and after the external force
(c) Effect of the Golgi Reflex when the arm lifts a load up (d) Response of the arm for reaching 140 deg.

4. Conclusions

We have presented a model of human spinal cord that was able to regulate the position of a 1-DOF arm by
integrating commands from CNS and signals from propriocepldrs experimental results confirmed that the
presented spinal cord circuitry is able to mediate the same reflex actions showed by thd=bctimenmorethe

CNS is able to control the arm position by modulating the duration and the amplitude of the driving signals sent
to spinal cord circuitry. Nevertheless, as shown in Figure 3.d, a desired arm position is reached in a time that is
slower than the time spent by a human to perform the same movement. The slowness of the system is due to the
simple scheme adopted to modulate the three driving sjgmalstherefore, in the future, we will investig#te
behaviour of the system when a different time evolution for the five control signals is adopted. Eventually, the
realism of the simulated system will be evaluated with other experiments, as for example by verifying that
simulated movements show a velocity profile that fits the real one.
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Abstract. This paper presents the early work, done in the context of the IntuiScript project, on handwriting
quality analysis. This IntuiScript project aims at developing a digital workbook tonlithipeaching children

how to handwrite. To do so, we must be able to analyse their handwriting, to evaluate if the letters are
correctly written, and to detail what aspects of thiédcsymbols tletters, numbersand geometriéorms- do

not correspond to the teacher models. We userdine fuzzy model to easily build target models, and to
automatically evaluate the adequacy of children letters to these reference models, with respect to different
aspects: symbol shape, drawing direction and stroke order for example.

1. Introduction

This paper presents the early work, done in the context of the IntuiScript project (http://intuiscript.com/), on
handwriting quality analysis. As opposed to symbol recognition, where one wants to assign a label to unknown
characters, we want here to analyse how a known character fits its label model, in term of shape, direction, stroke
order, speed, fluidity, etc.

This IntuiScript project aims at offering an advanced digital writing learning experience at school by
using tablet and tactile digital devices (with finger touch and stylus). The objective is to develop a digital
workbook for teaching literacy to children between 3 and 7 years old. We especially focus on teaching how to
properly form and write cursive letters (Falk et al, 2011). The main advantage that the IntuiScript project brings
is ideally improving current educatiahpractices by providing digital learning tools that can be modelled by the
teacher and customized according to each student learning progress. The project is backed up by anleducationa
team representing the whole region of Brittany (5 million population), and 1,000 primary school students from
Brittany will participate in the project experimentation. Figure 1 shows a first application to create writing
exercises and analyse drawn symbols.

@) (b) (c)

Figure 1: lllustration of the concept of writing quality automatic evaluation.

The problem we tackle here is to quantitatively evaluate a cursive symbol with respect to a reference
model (Kulesh et al, 2001; Li-Tsang et al, 2013). In order to be able to teach children how to write, we must be
able to analyse their handwriting, to evaluate if the letters are correctly written, and to detail what aspects of the
child letters do not correspond to the teacher models. This problem is completely different from the classical task
of character recognition, where the challenge is to determine to which class data samples belongs. In our case,
we already know data labels, because children were asked to draw a specific letter, but we want to evaluate how
close is this drawn letter to the reference model, and for which aspects it does not

Our objective is to be able to analyse and evaluate handwritten symbols, with regestisence
models, and for multiple aspects. A correctly handwritten gesture is characterised by several aspects: first its
shape, but also its drawing direction and order, its speed and its fluidity for instance. For each these aspects of
the analysis, we use a specific feature set, specially designed to capture the desired aspect. In this paper, we
present three different feature sets define a priori to analyse three aspects: the shape, the order and the direction.
With those feature sets, we use an analysis system we built from an evolving fuzzy classifier. It allows to easily
define reference models from few data samples to customize the writing exercises to the children. Then, the
analysis system can be used to evaluate drawn gestures, regarding a specific feature set, and finally give a
confidence score, regarding the specific aspect of the feature set.

This paper is organized as follows. Next Section briefly presents the Fuzzy Inference System we use to
recognize and analyse cursive letters. Section 3 details the features and the confidence measure we use to
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evaluate writing quality with respect to the teacher models. Section 4 shows qualitative examples and
experimental results. Finally, Section 5 concludes this paper and presents future work.

2. Evolving Fuzzy Inference System

In this section, we present the architecture of the evolving Fuzzy Inference System named Evolve (Almaksour
and Anquetil, 2011) that we use to analyse children handwriting. This system is derivable to obtain different
specific analysis, with respect to various criteria, as we will detail in Section 3.

The system we use to analyse handwriting is an evolving Fuzzy Inference System, which was originally
designed for online characters recognition. It can start learning from few data and then learns incrementally in
real time from the run-time data flow, to adapt its model and support class adding during its use. We take
advantage of these characteristics to design our handwriting analysis system. The fact that very few data are
required to initialise the system, two or three samples per class, allows the teacher to easily define personalized
exercises for each pupil. In the same way, new exercises with new classes, new letters/numbers/symbols, can
easily be added at run-time. The evolving nature of the system allows to incrementally learn the specific model
of the child handwriting as it improves. It enables to observe children progresses, by watching their models
becoming closer to the teacher reference model.

Figure 2: The fuzzy analysis system displayed as a neural network.

A fuzzy inference system is a set a fuzzy if-then rules. Rule premises are membership to clusters of the
feature space. Those clusté®s) model the data distribution, each cluster represents the prototype of a symbol
class(y;). The premises can easiI%/ be used to evaluate the adequacy of a symbol to existing class models. Rule
conclusions are linear functions,’) of the input (x) that give membership degrees to all clagses.., y).

Those linear functions allow to improve the discriminative power of the system by increasing the precision of the
class fuzzy boundaries between the prototypes. The conclusions can also be used to evaluate the difference
between a symbol and existing classes.

3. Confidence Measure and Feature Sets

In order to compare a letter sample to the reference model, a common approach is to use the recognition
confidence as a quality measure (Gao et al, 2011). To be more precise, we use here a compound measure that
fuses information from two inner measures: an absolute and a relative confidence measure. The absolute
confidence measure evaluates the similarity between a data sample and system corresponding model, and allow
to measure data resemblance to expected symbol.

absolute_confidence{¥) = 1/(1+mahalanobis_distanc&{xC")) €))

The relative confidence measure enables to assess system confusion between the different models, and
can be used to evaluate data difference to other symbols.

relative_confidence(®) = (% +max(y”, p<>k)) / max({", p<>k) )
Both aspectare complementary in the analysis of handwriting, characters have to as close as possible

to the reference model, and as different as possible to other models of different symbols. We fuse both measures
to take advantage tbthaspectsn our analysis.
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This work is based on the Heterogeneous Baseline Feature Set HBF49 (Delaye and Anquetil, 2013),
which is a unified feature representation for universal online symbol recognition. This feature set aims at being
the most general and multi-purpose possible, it is able to describe any kind of symbol, either single stroke or
multi-stroke. In particular, some of its features are sensitive to orientation and stroke order, which is very
interesting for handwriting quality analysis. HBF49 is an excellent baseline to analyse cursive symbols from a
general point of view, it gives a synthetic score representing the general quality.

In order to be able to evaluate handwritten symbols with regards to different aspects, we selected a
priori some specific features from HBF49 to allow a precise analysis of some particular aspects of the
handwritten symbols. A first specific feature set (FS 1), that contains symbol length, bounding box angle and
zoning features, was designed to evaluate symbol shapes. A second (FS 2), containing extremities coordinates,
the initial angle and the first to last point vector, was designed to asses symbol stroke drawing order. Finally, a
last feature set (FS 3) was designed, with the down stroke proportion, the average direction and the absolute and
relative orientation histograms, to estimate symbol drawing direction. Table 1 summarized feature sets
composition, using HBF49 feature numbering.

Feature Set Features
HBF49 F1 to F49
FS 1 (shape) F15, F16, F17, F32 to F40
FS 2 (order) Flto F7
FS 3 (direction) F13, F24 to F31

Table 1: HBF49 features used in the specific feature sets.

4. Experimentation
This Section presents the first experimental results that we obtained with our method, and our three specific
features sets, to analyse handwritten symbols.

Symbol evaluation: drawn symbol
adequacy to reference model is
evaluated and score is displayed

/ as a gauge.

Learner repetition \ Symbol error: drawn symbol isn't
\ recognized as requested symbol.
Symbol recognition: drawn symbol is
/ recognized as requested symbol, or at

least as a n attempt, and it evaluated.

Teacher model

Figure 3: Global analysis score (using HBF49 only).

Figure 3 shows a screenshot of our demo application, for the IntuiScript project, that provide a global
analysis score using the HBF49. One can see on the first and third lines that the global score decreases as the
letters deteriorates. The second line shows a red feedback when symbols are not recognized as the one that was
asked.

53% 58% 66% 79% 96%
Figure 4. Confidence values for FS 1 (shape) for some 'A' samples.

Figure 4 presents the evolution of the shape sensitive score obtained with the first specific feature set.
The obtained quality measure is shape sensitive, but indifferent to drawing direction or stroke drawing order for
example. As a result, the computed score only depends on the symbol shape, and increases as the shape improves
and moves closer to the teacher model. This evolution shows the effectiveness of our shape oriented measure to
rank poorly drawn symboals.
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Figure 5. Confidence of each feature set for the four datasets.

Finally, Figure 5 is a plot of the different evaluation scores obtained with the three specific feature sets and
HBF49, for four different datasets. First dataset contains badly shaped data samples. The second dataset contains
goodly shaped symbols, but with wrong drawing orders. The third dataset contains data samples that were drawn in
wrong directions. Finally, the fourth data set comprises various symbols with at the same time a wrong shape,
incorrect drawing order and drawing directions.

As a result, the averaged evaluation score obtained with the first feature set, sensitive i®lshape the
first and last datasets, but quite high on the second and third. Similarly, the drawing order oriented feature set yield
poor scores on the second and last datasets, but better scores on the first and third. Finally, the feature set evaluating
the drawing direction gives lower scores on the two last datasets than on the two first. This experiment highlights the
specificity of each feature set on the corresponding datasets, and demonstrates the effectiveness of our method to
evaluate handwritten symbols quality regarding different criteria.

5. Conclusion

This paper has presented a new method to evaluate handwritten symbols, letters as well as numbers or any
geometric form, with the help of online fuzzy models. Those reference models can easily be customized by the
teacher to adapt to the child difficulties.

Our method takes advantage of our fuzzy inference system generative and discriminative capacities to
evaluate handwritten symbols, with respect to the used feature set. We have presented here three specific feature
sets to analyse symbol shape, drawing order and direction. Additionally, various other feature sets can be
designed to analyse cursive writing with other criteria using our method.

Future work will focus on designing several other features and feature set to widen the quality analysis
we are able to perform. In particular, we plan to investigate automatic feature selection algorithm to fasten and
improve feature set design.
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Abstract. Handwriting difficulties represent a common cause of underachievement in children education and
low selfesteem in daily life. The analysis of handwriting could be an important tool for the evaluation of a
teaching method irorder to assess its efficacy in preventing dysgraphia. We performed a comparative
analysis of the traditional handwriting method and the alternative Terzi's approach in pupils at the end of
primary school, when cursive skills should have been achieved.

Qualitative and kinematic parameters were considered: the first ones were calculated as a visual analysis of
written texts (by using check-lists and scales regarding qualitative, postural and pen grasp aspects), while the
latter ones were automatically extracted through digitizing tablet acquisitions. Results showed significant
differences concerning handwriting quality and dynamic movement in pupils handwriting depending on the
teaching method applied.

1. Introduction

A large number of school-aged children have difficulties with handwriting. Dysgraphia is one of these: it
consgsts in a learning disability that often involves a written illegible product. Problems like this can affect not
only their self-esteem, but also their school performance and everyday life in the future. (Losse & al., 1991,
Skinner & al., 2001; Cummins & al., 2005).

The increase in worldwide percentage of children with writing difficulties may be caused by: increasing
use of modern technologies (SYlzenbrYck & al., 20d4dRing cursive instruction for elementary school students
(Hanover Research, 2012); inappropriate teaching methods and failureHé-tét FKLO GV GLIILFXOWLHYV
al., 2013). In order to evaluate teaching methods and identify handwriting problems like dysgraphia, the
approach usually performed includes two different analysis. The first one is related to digitally recorded writing
samples, using characteristic parameters that measure the specific kinematic features (Accardo & al., 2014); the
second one i\ visual analysis of the written product for a qualitative evaluation of handwriting goodness
(Genna et al., 2015).

In this paper, involved teaching handwriting methods are the traditional ones and thgsippmach
(Terzi, 1995). Ida Terzi was a primary school teacher at the institute of blind people in Reggio Emilia, Italy, in
the first half of the 1900s. She proposed a space-time method which ailwWwWasGHYHORS VWXGHQWVY S
the body moving in space. Information from personal (body perception), peri-personal (objects manipulation)
and extra-personal (environment) spaces are mixed up in order to facilitate perceptual consistency and transition
from unconscious to conscious use of the body in motion. In Yéfaproach blindfolded pupils experience on
the wall the graphic symbol with large movements of the arm and hand by their teachiremidhey
independently reproduce the motor representation on the wall and at a later stage on large sheets with brush and
colour, shifting from a vertical plane toharizontal one. At last, letters are reproduced, with decreasing size, in
elliptical patterns, in squares of 0.5 cm and finally in ruled paper of their specifieslésstead, in the
traditional handwriting programs, instructions about letters formation take place as a group activity rather than as
an individualized one. Teacher requires children to observe from blackboard or books the shape ob letters,
remember them, and to transfer on their copybook what their visual memory stored.

The aim of this work is to compare the traditional way to teach writing with the experimental space-time
method of Ida Terzi during the last year of primary scheabn cursive skills should have been achieved

2. Materials and methods

Participants. The present study provides the enrollment of 20 pupils (7 male and 13 female) for each
FODVVURRP DQG WKHUHIRUH IRU HDFK WHDFKLQJ KDQGZULWLQJ PHWK
VXO 1DYLJOLR WKDW I|RO O RxpEriniemtat grabplaBetidd Mithi CEP ahiMieRemary school
of Pioltello, that instead uses the traditional teaching method (control group, labeled with PI). The analysed
acquisitions were made at the end of the 5th grade, the last year of cursive handwriting classes. All subjects were
Italian mother-tongue, right-handed, witb handwriting problemsr organic pathologies, and belonging to the
same area with medium socioeconomic status.

Tests Kinematic and qualitative handwriting evaluations were mainly based on two tests that require
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adequate linguistic competences and cursive writing skill. These tests consist in writing in accurate (A test) and
in fast (F test) mode the following Italian senterloepochi giorni il bruco divent™ una bellissima farfalla che
svolazzava sui prati in cerca di margherite e qualche quadrifoghoH D Q InQaJfew days the caterpillar
became a beautiful butterfly fluttering on the lawns in search of some daisies and clovéitsééntence was
constructed with the aim of containing all the letters of the Italian alphabet and several phonological rules.

Processing and statistical analysidn order to evaluate differences between the two teaching methods,
qualitative and kinematic parameters were separately processed for each test.

Hand-motor performance quantification was undertaken with special regard to the basic writing elements:
strokes and components assessment (Van Galen, 1998). A proprietary MATLAB program (Genna & al., 2011)
was used to perform this analysis. Strokes were identified as segments between points of minimal curvilinear
velocity, as suggested by the befiaped velocity profile theory (Djioua, 2009). Components were identified as
the written tracts between two consecutive pen lifts.

In order to provide information on the level of automation and fluency achieved by a child, a series of
kinematic and static parameters were calculated and analysed for each test (Rosenbluwhyra@io6) length,
mean and peak of curvilinear, horizontal and vertical velocity evaluated for the whole written track, components
and strokes; pen lift duration; number of components, strokes and letters per second and per unit space.

About qualitative analysis, a manual approach was used (Genna & al., 2015): an evaluation scale based
on a new neuromotor model of handwriting production. In order to define the TQSs (total quality, sceres
ratio between the number of errors made and the maximum number of the possible ones for each parameter was
evaluated. In addition, this normalized scores was weighed through the AHP method to guarantee an objective
evaluation of handwriting goodness.

For both qualitative and kinematic parameters, the significance of difference between PI and CE group
score was evaluated by means of the Wilcoxon test for independent sammeder to identify the most
significant parameters, in terms of difference between groups, stepwise regression with forward selection was
usedin both A and F tests.

3. Results and discussion
Results were obtained from kinematic and qualitative analysis: the writing process is "stressed out" to evaluate
the speed of handwriting and the quality of the graphics performance.

Kinematic analysis Starting from the digitally recorded writing samples of each student, kinematic and
static parameters, relative to the whole written track and its components and strokes, were estimated. The first
step has been the evaluation of the statistically significant differépasgues<0.05) between results of two
groups arising from the application of the Wilcoxon test for independent sample

Table 1. Mean+1SD of most significant full track parameters calculated in both A and F test for CE and PI groups.

A test F test

Track Parameters CE Pl p-value CE PI p-value
Whole duration (s) 97+16 128+28.3 <0,0001 74.4+115 76+9.4 n.s.
Whole length (mm) 1262.8+223.2 1451.8+205.4 <0,@ 1365.3+269.3 1505.9+239.6 n.s.
Curvilinear vel (mm/s) 18.6+4.7 21+6.7 n.s. 25+5.2 32.946.2 <0,0002
Horizontal vel (mm/s) 8.9+2.3 10.9+3.8 n.s. 12.4+2.5 17.8+4.1 < 0,0001
Vertical vel (mnis) 13.9+3.9 14.8+4.7 n.s. 18.1+4.3 22.3x4.4 <0,004
Whole pen lift durn. (s) 28+9.1 5517 <0,0001 19.2+6 30+8.5 <0,0002
#Components 57.4+17.3 103.8£21.7 < 0,0001 55.7x17.6 97.1+20 < 0,0001
#Strokes 431.2+41.7 485.7+85.8 n.s. 381.4+43.1 365.8+40 n.s.
#Components/#Letters 0.5+0.2 1+0.2 < 0.0001 0.5+0.2 0.9+0.2 < 0.0001
#Strokes/#letters 4+0.3 4.5+0.8 n.s. 3.6£0.4 3.4+0.3 n.s.
#Letters/cm 0.89+0.15 0.76+0.1 <0,01 0.81+0.15 0.73+0.12 n.s.
#Letters 108.8+3.4 107.8+0.5 n.s. 107.1+4.2 106.7+3.2 n.s.

In fast modality, the two groups use the same time to write the sentence. The control group (PI) is
significantly faster with the pen on the paper than CE group but spend more time during pen lift.

In accurate modality, the experimental group (CE) ends the test in less time than PIl. The control group
finds greater difficulty in accurate writing indeed they spend significantly more time during pen lift respect CE
group and respedtself in the fast modality.

A greater pen lift duration is related to a bigger number of components and, as the number of letters is the
same between groups, it entalbigher level of fragmentation in letters execution (#Component/#Letters) for
the control class. Components are the written tracts between two consecutive pen lifts, therefore the minimum
number expected is equal to the number of words plus the numbér,’6t ", 3z, ¥ 7, that is, those characters
which need a pen lift for their completion (in our sentence the minimum #QGuntgas 40).
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Kinematic analysis shows that Pl students need more time to organize the graphomotor task (greater pen
lift) and struggling more to tie together the letters smoothly (using one component per letter). CE students spend
less time during pen lift because they have successfully automated the graphomotor process and the ligation
process between letters (on average, one component every two letters).

By means stepwise regression was posdibldetect the most significant parameters for both tests:
number of componentand strokesfor A test andmean length, mean vertical velociymd mean horizontal
ascendant velocity of componefasF test

Qualitative analysis A similar analysis was performed on the 16 qualitative parameters in terms of TQS
(Genna& al., 2015. Table 2 represents the most statistically significant parameters in which the two schools
was compared. The p-values indicate significance of the difference between samples in terms of error rate.

Table 2. Mean+1SD of most significant qualitative parameters (TQSs) calculated in both A and F tests for each
sample. a: posture area; b: handgrip area; c: sheet graphic space area; d: row graphic space area; e:
graphomotor patterns area

A test F test
CE PI p-value CE PI p-value
Total error score 0.076+0016 0.116+0023 < 0.0001 0.082+002 0.354+0086 < 0.0001
a.1.Inefficient posture 0.004+0006 0.009+0005 < 0.003 0.004+0006 0.009+Q005 < 0.003
b.2.Inefficient handgrip 0.015+0011 0.027+0013 <0.005 0.015+0011 0.027+0013 < 0.005
c.1.Variability of the left alignment 0.001+0003 0.001+0004 n.s.  0.001+0004 0.013+0007 < 0.0001
d.1.Irregular word spacing 0.008+0009 0.015+0011 <0.03 0.007+0008 0+0 < 0.0001
d.2. Letter collisions 0.001+0002 0.001+0001 n.s.  0.002+0002 0.021+0015 < 0.0001
d.3.Max variation of letr size 0.022+0007 0.028+0008 <0.02 0.023+0009 0.001+0001 < 0.0001
d.4.Wrong letter size 0.005+0002 0.006+0003 n.s.  0.004+0002 0.11+Q043 < 0.0001
e.1.Wrong graphomotor pattern 0.008+0006 0.013+0007 <0.02 0.01+Q008 0+0 < 0.0001
e.2.Dysmdria in lettersexecution 0.003+0003 0.007+0005 < 0.007 0.004+0004 0.014+0008 < 0.0001
e.3.Self-corrections of grapheme written 00001 0+0 <0.003 0+0001 0.121+0041 < 0.0001

Total error scoreof Pl group is higher (then worst) than CE group for both accurate and fast modalities of
execution in the handwriting context. Comparing the two tests, the experimental group obtained almost the same
total quality score; unlike the control group has a slightly greater number of errors switching from accurate
modality to the fast one. It is useful to observe the single sub-areas, and then their relative sub-criteria, to better
understand the specific differences between the two groups.

About peripersonal space, CE group keeps a better posture and handgrip than PI group.

In accurate modality, other significant differences between CE and PI group are presentow the
graphic spaceandgraphomotor patternareasIndeed, CE group keeps a more regular word spacing, a better
letter size uniformity, more correct graphomotor patterns and less dysmetria in letters execution. Besides that,
switching to F test, more significant differences are detected. Increasing handwriting speed, Pl group makes
more errors unlike CE group.

A test F test

Figure 1. Loading PCA plot obtained in A and F tests using first all qualitative parameters and then those
selected by the stepwise regression. Circle: Terzi  Method subjects (CE); Triangle: Control Group (PI).
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After comparing the two schools for each qualitative parameter, principal component analysis (PCA) has
been carried out, considering first all qualitative parameters and then only a part of them, selected by stepwise
regressionLoading PCA plot (Figure 1) shows the weights for variables calculated for both groups and in
relation to the first two PCA components.

Principal Component Analysis (PCA) in A test, conducted using first all parameters for each qualitative
criterion and then only those selected by stepwise regressifficient postureandhandgrip, irregular word
spacing, wrong graphomotor pattgrnshows that the first two components have an associated explained
variance of 33.3% in the first case and 62.2% in the second case. PCA for F test, computed on all parameters and
on selected parameters through stepwise regredstter Collisions fluctuations on the linanaximum variation
of letter sizewrong letter size, wrong graphomotor pattesglfcorrections) shows an explained variance of
the first two PCA components 6#.4% and 8%. For bothA and Ftest usingPCA on selected parameters
groups are more distinguishable

4. Conclusion

Results confirm the hypothesis of a better qualitative performance from pupils who use thgVlerzi
method. Comparing the two tests, the experimental group maintains almost the same quality; unlike the control
group has a slightly greater number of errors switching from accurate modality to the fast one. In the evolutional
development of the calligraphy, CE students have achieved a balance between accuracy and speed gerformance
Pl students, from a kinematic point of view, spend more time with pen off the paper to organize the correct
graphomotor pattern. In addition, Pl students have a less fluent handwriting. PI student make a pen lift every
letter, registering a greater number of components.

6LQFH HDUO\ \HDUV RI VFKR R @ore7redddhle]and RetWwateRnaEtirkg md Hhis result
could surely support prevention from dysgraphia, although at the expense of movement fluency. The automation
of accurate movemenisfacilitated paying special attention to improve handgrip of the writing tools used.

In the other hand, the tools deployed for the kinematic and qualitative analysis of handwriting are a good
way to quantitatively evaluate graphomotor performance and can be also used in teaching methods evaluation.
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Abstract. This paper deals with the stuay the kinematic dimensionf scribbling activities executetly
kindergarten children aged fromt8 6 years old from three grades. For this purpose, three sigma-lognormal
features, six classical ones and one hybrid feature retateslio-motor skills are extracted from scribbles realized
using five different Type Grib. The statistical analysfishese data illustrates that sigma-lognormal modeling can
satisfactorily reconstruct kindergartdhK L OsGstridte§. Moreover, this preliminary study confirms that there
are significant differences between grades with redpesik of the featuresve studied, regardless the nature

of the scribbling movement madg children. These features are relatechpidity, fluidity and precisionf linear

and curvilinear movements used for scribbling tasks.

1. Introduction

Scribblingis a spontaneous graphical ability manifesbgdchildrenin early childhood. Accordingo Lurcat
(1988), children acquire this pre-writing ability when they are ab8utonths old. Familiedo not systematically
encourage this first manifestatiafi interest for graphical expressiom all accessible surfaceR. is also not
systematically given attentioin kindergarten, where programming must foouspreparing childrerio learn
handwriting.

In French andKriol respectivelywordslike gribouillageandmakakri usedto referto F K L O<addibbi@4]
havean inherentnegativeconnotationMoreover theyreveal D G X jodghvefitsregardingscribbles, which are
essentiallyrelatedto the estheticandmeaningof thetracewhichis producedon the surfacechoserby the young
scribbler.The motordimensionof scribblingis neglected.

However, we hypothesize that scribbling procesasn provide relevant and useful informatiom the
developmenbf young F K L O Gty gbflitiesto control their graphical movements amdthe progressf their
hand-eye coordination skills. For a first verificatiofthis hypothesiswe carried out a four-month longitudinal
experimenin a kindergarten scol, entitled 3y a W §r.d@pilote " bord "~ #s there aco-piloton ERDUG"”

This paper studies the kinematic dimens@rvarious categoriesf scribbling movements which were
recorded during the study. Its purpaséo determinef such dimensionsanhelp distinguish between the levels
of movement control achievda kindergarten children according their grade, regardless the Type Gribln
section2, we provide informatiomn the participants, the tasks and the experimental conditions. In sgctien
details the feature extraction process. In section 4, the preliminary i@&dhi¢sstatistical analysisf six classical
kinematic features and four sigma-lognormal features are discussed. These results ate Petptestions: Can
sigma-lognormal modeling satisfactorily reconstriick L OsSstridlie§ Do the values takehy some classical
or sigma-lognormal featuresepend on kindergarten grade do they depend on the scribbling strategies?

2. Participants, tasks and condition®f realization

Sixty children took parin this experiment, from three kindergarten grades cgiletite Sectiolf(PS), Moyenne
Sectionf(MS) and Brande Sectiof{GS). Table 1 shows their distributidsy gender and grad@S pupils were
3-4 years old. They had 6 monthisgraphomotor preparation lessons (during classroom), M8lenes were 4-
5 years old witi.8 monthsof preparationGS pupils were 5-6 years old witB0 monthsof preparation lessons.

Table 1. Distributionof participants according gender (FM) ard grade (PS, MS, GS).

GS MS PS Total
F 12 (20%) 9 (15%) 8 (13%) 29 (48%)
M 17 (28%) 4(7%)| 10(17%) 31 (52%)
Total 29(48%)| 13(22%)| 18(30%) 60(100%)

Each child was brought from their classrotothe experiment roorhy the accompanying experimenter. The
child was askedo execute five scribbles according various Type Grib: S1, S2568ndS5. The first one was
spontaneous (S1) without any constrainthe typeof movement. The second scribble (S2) veagroduce only
linear strokes all over the shadtpaper. hethird (S3) was the sanmas S2, but the pupil was askéd drawas
fastashe could. Next, for thes4 and S5 tasks, the children were ask&duse only curved movemernts draw
their scribbles all over the shedtpaper and5 hadto berealized faster than S4.
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For eachof these productions, the pupil was askedbegin their scribble wheré¢y heard a randomized
audio signal. They were askéa produce20 secondf scribbling tryingto keep the pen down for the entire
period. During the online acquisitiari the F K L GaB8dbNhg movements, the experimenter took a isgfabnt of
a computer and the child satfront of a digitizing tablet according to the configuration showirigurel. The
experimenter verified that the child was correctly seated and that they felt comfortable evritiegtablet.

Figure 1. Workstation usedt the kindergarten for the experiment session
To ensure that the task had been properly understood, the experimenter showed the requested movement with his
fingertip systematically beforeachchild hadto execute a new Type Grib. The numbefscribbles, which were
recorded foeachcondition, are provideth Table2.

Table 2. Numbersof scribbles recordebly grade and gender feachcondition: S1, S2, S§4and S5.

Type Grib GS MS PS All grades
FIM|F|M|F|M

S1 12|16/ 9| 4| 8 |10 59
S2 11|15/ 6 | 3|6 |9 50
S3 1111719 (3|79 56
S4 1211718 | 4|7 |10 58
S5 11|17/ 84|89 57

All types 57|82(40|18|36|47 280

3. Feature extraction from scribbles
In the present studyye focuson two setsof features that cabe called the classical dynamic set and the sigma-
lognormal set. The extraction procésdlustratedin Figure?2. First, foreachscribble, the raw data are digitized
by the "#$%&'()*$+ tablet with a sampling raief 200Hz. The pressure) ) and the two-dimensional position
-.-)/0&1-)8f the pertip are recorded usin@g834")56"+software forl0 seconds from the fifth second scribbling.
Next, onthe basi®f these raw data, six classical features are computed.

Figure 2 provides also the nantshe classical featurés bold fonts and thosef the sigma-lognormal
in Italics. The six classical features correspond respectio€ll) the lengttof the trajectonof the pertip onthe
surfaceof the tablet, (2}he surface scribbleby the child, (3) the valuef the pendp duration, (4) the numbexf
velocity peaks, (56) the value®f the maximal and minimal presswe the pen tip. These features have already
shown their usefulness characterizing the degred visuo-motor maturation (Rosemblughal. 2003, Chartrel
and Vinter 2010).

Th#&,0;e preprocessing softwaféasedto convert the raw date file into HWS formathdScriptStudio
softwaréuse- these inputdo estimate three sigma-lognormal featur@s.illustratedin Figure 3, ScriptStudio
conducts sigma-lognormal modeling which describes the veladitplanar movements (e.g. handwritten
trajectoriespsa vector summatioof neuromuscular components that have a weighted and time-shifted lognormal
velocity profile and a circle-arc trajectory. The mathematical definibthis model has been described and
explained numerous times. Interested readarsrefer to the relevant technical publications for mathematical
details (Plamondon and Djioua 20081 5 H laRlamondon 2009).
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Figure 2. Feature extraction process. Bold type indicates classical features, Italic font indicates sigma-
lognormal features and Roman type indicates hybrid feature.

Our analyses used features extracted from this segmentatiorsPritee signaltto-noise ratioof the
reconstruction process2 1 5 H ar@ ®lamondon 2009), the numbébasic lognormal strokes used for modeling
((78%9), and the ratiof these two variables;€=(78%9 ). This last variable reflects thg U L Viabllity fo/make
regular movementst is a good global indicatosf the graphomotor performancé a given writer. Altogether,
these variables are considerxindex the lognormalityof the produced movements, a concept sintidar
movement smoothness (Plamondaaal 2013).

Lasty, we have introduced a new feature whislbuilt from a classical one and a sigma-lognormal tine.
is the SNR ratio dividedy the lengthof the trajectory produceuly the inking pertip on the sheebf paper.

Figure 3. Example of a F K LgriBlle (in blue) and its Sigma-Lognormal reconstruction (in black).

4. Statistical analysiof the features
ANOVA tests, Kruskal-Wallis tests and PCA analyses were carriedndbe dataset consistiraf 10 featuresn
orderto respondo the questions consideredthe introduction section. Results are preseitdde followings.

4.1 Reconstrucing F K L O Gdiibblegusing Sigmdegnormal modeling

To answer the first question (Can sigma-lognormal modeling satisfactorily reconBtkuttOSstrHEEE? we
calculated the SNR histogram for all the scribbles (Figiwr&His distribution corresponds SNR values before
correctionof the speed valuesd the beginning and the enflthe truncated 0-second signaB5%of the scribbés
have an SNR greater thaBdband58% of them have an SNR greater thadt. The 15dB value has often been
judgedassufficientto analyze elddy adults with declining handwriting (Plamondetal. 2013,Wochetal 2017
and young F K L OsGpoodu@thnof pattern movements (Duvat al. 2013).0n this basiswe used the same
threshold herg¢o produce our statistical stuay the behaviors of the sigma-lognormal featur@s conjunction
with the classical ones.

4.2 Grade andon Type Grib impact features

The non-parametric and parametric statistical tests tosstidy the effectsf the two factors, Grade and Type
Grib, with respecto the 10 classical and sigma-lognormal features, reveal a significant effect forofibstse
features. Besides, systematically, wiagreffectof Type Gribis significant, grade has a significant effect too.

81



Figure 4. SNR distribution.

Table 3. Significance of features (x = significant effect, NS = non-significant effect)

5. Conclusion and perspectives
In this paperye first showed that sigma-lognormal modelcanprovide satisfactory reconstructioofsscribbles
producedby young childrenin kindergarten. This observation constitutes a preliminary result that mayshelp
design studie®f the kinematic stabilityof various Type Grib taking into account a similar sigma-lognormal
approach (Pirleetal. 2013). Moreover df six features relateth fundamental dynamic abilities suakrapidity,
fluidity and precisiorof fine movements, wr analysis shows that there are significant differences between grades
and that there are also significant differences from one scribbling sttatégg next. Future research includes
analysisof how gender impacts all these abilities.

Scribling ability is not yet usedh kindergarterasanobjective wayo assess childrefigfaphomotor skills
for teaching purposes. The preliminary resoltour study 3 a W i €pilote ~ bord?” may inspire further
studies abouthe potential relevancef graphomotor training for very young children. QGofeéhe main pointef
interest relativeéo graphomotor training tasksthatit is not necessary for a chitd hawe a well-developd socio-
linguistic backgroundo be ableto scribble. Moreoverit is a familiar activity thatanbe caried outby children
startingin the first gradef kindergarten regardlesd the F K L @Gu®&fiage and linguistic background.

With thisin mind, we launched a three-year longitudinal experimenianuary2015in an experimental
preschool structure calledlakou TiFilawo: le bon DZpaft 3Wdoed VW D U W’
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AbstracfThe Sigma-Lognormal model of the Kinematic  aging, for example, leads to a deviation from lognormality in
Theory of rapid human movements allows us to represent on- handwriting movements when the control of the Pne motricity
line signatures with an analytical neuromuscular model. It has  pegins to decline and on the other hand, as children improve

been successfully used in the past to generate synthetic signatures jn |earning handwriting, their movements tend toward lognor-
in order to improve the performance of an automatic veribcation mality [12]

system. In this paper, we attempt for the brst time to build a

veribcation system based on the model parameters themselves. Apart from its powerful potential in biomedical and neu-

For describing individual lognormal strokes, we propose eighteen  roscience applications, one of the most successful applications

features which capture cognitive psychomotor characteristics of the Kinematic Theory has been the synthetic generation

of the signer. They are matched by means of dynamic time of handwriting based on the analytical model, for example

wat[rpmgpto derive ‘"’?t.diss'm'll?”ty measutred ffor Signature Ve”tpi gestures [13], signatures [14], [15], and also unconstrained

cation. Promising initial results are reported for an experimental e ; .

evaluation on thg SUSIG visual sub-cporpus, which coFr)wtains some handyvrltlng [16]. Th_e synthetic speCIme_nS COUId.be used as

of the most skilled forgeries currently available for research. Iea_rn_lng samples tQ Improve an al_JtomatIC rec_ognltl_on system.
This is particularly interesting for signature veribcation, where

Keyword$l on-line signature veriPcation; Kinematic Theory of only few reference signatures are available per user.
rapid human movements; Sigma-Lognormal model ) ) )
In this paper, we go a step further and aim to build a

signature veribcation system based on cognitive psychomo-
tor characteristics captured by the model itself. Such char-
Signatures are widely used biometrics for personal autherfcteristics have been linked recently with brain stroke risk
tication. In contrast taff-line images of signatures, modern factors [17], which highlights the promising potential of the
digitizers such as tablet computers and smartphones captufeodel in the context of biometric veribcation. We propose a
on-line signatures, that is the trajectory of the pen tip overnew dissimilarity measure between two signatures based on
time possibly enriched with additional information such as thetheir Sigma-Lognormal representation. Eighteen features are
pressure of the pen [1]. The time dimension allows an analysisuggested for describing an individual stroke and the stroke
of movement patterns in addition to static images, whichsequences are matched by means of dynamic time warping.

usually leads to a much higher performance for automatidnitial results are reported for the highly skilled forgeries of
signature veribcation [2]. the SUSIG visual sub-corpus [18].

Many models have been proposed to ana'yze human move- The remainder of this paper is Ol’ganiz_ed as fO”IOWS. The
ment patterns in general and handwriting in particular, includdata set and the model parameter extraction are discussed in
ing Coup|ed oscillator models [3]’ minimum jerk models [4]’ Section Il. Afterwards in Section 111, the proposed dlSSlmlIarlty

and models relying on neural networks [5] to hame just a fewmeasure for signature veribc.ation is_ introduced. Finally_, exper-
] ] ] imental results are reported in Section IV and conclusions are
Among them, the Kinematic Theory of rapid human grawn in Section V.

movements is a unique framework based on the lognormal
law [6], [7]. It includes a family of analytical models for II. MODEL EXTRACTION
representing movements based on neuromuscular strokes with

lognormal velocity [8]. The Delta-Lognormal model represents™ Data Set
single rapid movements by means of two strokes in opposite On-line signatures from the SUSIG visual sub-corpus [18]
direction. Similarly, the Omega-Lognormal model representsaire considered in this paper. It includes signatures f@m
oscillatory movements with an alternating sequence of opposeagsers captured with Interlink ElectronicsOs ePad-ink tablet. This
strokes. Finally, the Sigma-Lognormal model has been protablet has a pressure-sensitive LCD screen which shows the
posed to represent complex movements like signatures usirgigner what he or she is writing.

a vectorial sum of lognormal strokes [9].

I. INTRODUCTION

For every user, highly skilled forgeries were created based

Robust algorithms have been developed for estimatingn animations of the signature to imitate. The animations were
the lognormal parameters from observed trajectories [10Jshown onthe LCD screen so that the forger could trace over the
[11]. They achieve an excellent reconstruction quality of thegenuine signature in several attempts. This acquisition protocol
observed movement provided that the movement is skilled andas allowed to generate some of the most skilled forgeries
unimpaired. On the other hand, it has been shown recently thaurrently available for research.
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B. Sigma-Lognormal Model

The Sgma-Lognormal model'( ) [9] represents on-line

signaturess = (s1,...,Sn) as a sequence of strokes. Each
strokes; has lognormal speed
| "
Di L n(tt to) " Wi)?
Vi) =! ex ' 1
W= b0 1) & 22 1)

with respect to the initialization timeg, , the input com-
mandD; which corresponds with the covered distance wher
executed in isolation, and the two parametgrs and #
related to the logtime delay and the logresponse time of thi
neuromuscular system responding to the command.

The angular position of the movement along a pivot direc-
tion is expressed with respect to the start arfgleand the end
angle$, . In total, each stroke is represented by six parameter

Si =(Di,to, M, #, %, %) ()

which allow a reconstruction of the observed velocity by means
of vectorial summation:

#"
v (t) = Vi (t) (3) Fig. 1. Reconstructed trace and velocity proble of an on-lineasiga.
i=1

The quality of the reconstruction is measured as a signal-tyould have been reached if the strokes were executed in isola-
noise ratio taking into account the observed velogift) and  tion rather than computing the vectorial sum in Equation 3. The
the reconstructed velocity; (t) reconstructed velocity proPle is very accurate with an average

% SNR of 18.5dB for the three pen-down components.
o (Vo(%12d%

SNR=10log % (4)

oW v (%|2d% I1l.  SIGNATURE VERIFICATION
wherets is the start time ané is the end time of the pen tip For a}utomatic signature veribcation, we represent the ques-
trajectory. tioned signature = (o, ..., 0y ) and the reference signatures

r=(rg,...,rm) # R with a sequence of strokes based on the

Sigma-Lognormal model. Then, we compute a dissimilarity

@k (q) between the questioned signatugeand the set of
Recently, a robust algorithm for the extraction of thereference signatureR, which is compared with a threshold

Sigma-Lognormal model from the observed pen tip trajectoryin order to accept or reject the questioned signature.

has been introduced in [11]. It iteratively adds lognormal

strokes to the model in order to maximize the SNR.

C. Parameter Extraction

In the following, features for describing an individual
stroke are presented in Section IlI-A and the dissimilarity
Each pen-down component is analyzed separately as sugheasuredk (q) is derived in Section 11I-B based on dynamic
gested in [16]. The pen tip is stopped artiPcially at the begintime warping.
ning and at the end of each component to ensure zero velocity
for an improved extraction of the brst and the last strokeA Stroke Features
Furthermore, signal preprocessing includes an interpolation”
with cubic splines, resampling at 200Hz, and low pass Pltering Eighteen features are proposed to characterize a stroke
with a Chebyshev blter to remove high-frequency components = (Dj, to,, 1i, #i, %, , % ). The brst seven features corre-
introduced by the digitizer. spond directly with model parameters

f1= Di

V]

Afterwards, one stroke after the other is extracted from
the preprocessed observed velodityt) in three steps. First, b fa=u
s; is localized in the speed probl,(t)|] based on local b f3=#
minima and maxima. Secondly, the stroke parameters b fs=sin(%)
(Di,to,, i, #i, %, S, ) are estimated based on the analytical B fs =cos($,)
Robust XZERO solution [11] as well as non-linear least p fe=sin($,)
squares curve btting. Thirdlyg is added to the result and D f;=cos($)
Vi (t) is subtracted fronl/,(t). The three steps are repeated
until the SNR cannot be further improved. considering Cartesian coordinafsin(&), cos(&)) for angular

. . A . parameters. For the initialization timk, , we compute a
A reconstruction example is illustrated in Figure 1. Indi- feature in comparison with the precedin'g strake,

vidual strokes are shown in the trace as well as in the velocity ~ o,
proble. Virtual target points are marked with a circle. They b fg=#to=to " to,,
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