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�7�K�U�R�X�J�K���R�X�U���O�H�F�W�X�U�H���Z�H���P�H�D�Q���W�R���S�U�H�V�H�Q�W���W�K�H���F�K�D�O�O�H�Q�J�H�V���W�K�D�W���D�O�O���U�H�V�H�D�U�F�K�H�U�V���R�I���W�K�H���,�Q�W�H�U�Q�D�W�L�R�Q�D�O��

�*�U�D�S�K�R�Q�R�P�L�F�V���V�R�F�L�H�W�\���D�U�H���I�D�F�H�G���Z�L�W�K������

�'�X�U�L�Q�J���W�K�L�V�������W�K���H�G�L�W�L�R�Q���L�Q���*�X�D�G�H�O�R�X�S�H�����D�W���D���G�L�V�F�L�S�O�L�Q�D�U�\���F�U�R�V�V�U�R�D�G�������W�K�D�Q�N�V���W�R���W�K�H���G�L�V�F�X�V�V�L�R�Q�V��

�R�Q���R�X�U���U�H�V�S�H�F�W�L�Y�H���Z�R�U�N�V���������W�K�H���S�X�U�S�R�V�H���Z�L�O�O���E�H���I�R�U���X�V�����W�K�H���P�H�P�E�H�U�V���R�I���W�K�H���F�R�P�P�X�Q�L�W�\���R�I���,�*�6����

�W�R�� �J�L�Y�H�� �H�Y�L�G�H�Q�F�H�� �W�K�D�W�� �Q�H�Z�� �P�H�W�K�R�G�V�� �R�I�� �S�U�R�F�H�V�V�L�Q�J�� �D�Q�G�� �D�Q�D�O�\�]�L�Q�J�� �P�R�G�D�O�L�W�L�H�V�� �R�I�� �D�F�W�L�R�Q�� �D�Q�G��
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�,�*�6�����������F�R�Q�I�H�U�H�Q�F�H����

�+�R�Z�H�Y�H�U���� �D�� �F�R�Q�I�H�U�H�Q�F�H�� �F�D�Q�Q�R�W�� �N�H�H�S�� �D�O�O�� �L�W�V�� �S�U�R�P�L�V�H�V�� �L�I�� �L�W�� �L�V�� �O�L�P�L�W�H�G�� �W�R�� �F�R�Q�Y�H�U�V�D�W�L�R�Q�V�� �D�P�R�Q�J��

�V�S�H�F�L�D�O�L�V�W�V���D�E�R�X�W���O�H�D�U�Q�H�G���D�Q�G���V�F�L�H�Q�W�L�I�L�F���W�K�L�Q�J�V�����7�K�H�U�H�I�R�U�H�����Z�H���Z�L�O�O���K�D�Y�H���W�K�H���S�O�H�D�V�X�U�H���W�R���U�H�Y�H�D�O��

�W�R���\�R�X���D���I�H�Z���R�I���W�K�H���F�K�D�U�P�V���R�I���W�K�H���E�H�D�X�W�L�I�X�O���D�U�F�K�L�S�H�O�D�J�R���R�I���*�X�D�G�H�O�R�X�S�H�����R�X�U���L�V�O�D�Q�G���Z�H�O�F�R�P�H�V��

�\�R�X���W�R���S�D�U�W�D�N�H���L�Q���V�R�F�L�D�O���D�Q�G���F�X�O�W�X�U�D�O���H�Y�H�Q�W�V���Z�K�L�F�K���Z�L�O�O���D�O�V�R���L�Q�F�O�X�G�H���V�R�P�H���V�X�U�S�U�L�V�H�V����

�)�L�Q�D�O�O�\�����W�K�D�Q�N�V���W�R���W�K�H���F�R�R�S�H�U�D�W�L�R�Q���R�I���)�U�H�Q�F�K���V�S�H�F�L�D�O�L�V�W�V���P�H�H�W�L�Q�J���Z�L�W�K���*�X�D�G�H�O�R�X�S�H�D�Q���D�F�W�R�U�V���D�Q�G��

�I�D�P�L�O�L�H�V�� �F�R�Q�F�H�U�Q�H�G�� �Z�L�W�K�� �K�D�Q�G�Z�U�L�W�L�Q�J�� �O�H�D�U�Q�L�Q�J�� �G�L�I�I�L�F�X�O�W�L�H�V���� �Z�H�� �Z�L�O�O�� �W�U�\�� �W�R�� �R�I�I�H�U�� �W�R�� �W�K�H��

�S�D�U�W�L�F�L�S�D�Q�W�V���R�I���,�*�6�������������R�W�K�H�U���V�R�X�U�F�H�V���R�I���T�X�H�V�W�L�R�Q�L�Q�J������

�7�K�L�V�� �V�H�H�P�H�G�� �W�R�� �X�V�� �W�K�H�� �P�R�U�H�� �R�E�Y�L�R�X�V�� �*�X�D�G�H�O�R�X�S�H�� �N�Q�R�Z�V�� �Q�X�P�H�U�R�X�V�� �G�L�I�I�L�F�X�O�W�L�H�V�� �V�X�F�K�� �D�V�� �W�K�H��

�V�L�J�Q�L�I�L�F�D�Q�W�� �U�D�W�H�V�� �R�I�� �Z�K�L�F�K�� �Y�D�U�L�R�X�V�� �J�H�Q�H�U�D�W�L�R�Q�V� � � D� U� H� � � Q� R� W� � � X� V� L� Q� J� � � K� D� Q� G� Z� U� L� W� L� Q� J� � � D� V� � � D� Q� � � H� I� I� L� F� L� H� Q� W� �

�P�R�G�D�O�L�W�\�� �R�I�� �H�[�S�U�H�V�V�L�R�Q�� �D�Q�G�� �F�R�P�P�X�Q�L�F�D�W�L�R�Q���� �:�H�� �K�R�S�H�� �W�K�D�W�� �W�K�L�V�� �R�S�H�Q�� �P�H�H�W�L�Q�J�� �R�I�� �U�H�V�H�D�U�F�K�H�U�V��

�Z�L�O�O���E�H���I�U�X�L�W�I�X�O���D�Q�G���Z�L�O�O���D�O�O�R�Z���L�W�V���S�D�U�W�L�F�L�S�D�Q�W�V���W�R���S�X�W���W�R�J�H�W�K�H�U���W�K�H���R�X�W�O�L�Q�H�V���R�I���V�R�P�H���V�R�O�X�W�L�R�Q�V����

�:�H���H�[�S�U�H�V�V���R�X�U���S�U�R�I�R�X�Q�G���D�Q�G���V�L�Q�F�H�U�H���J�U�D�W�L�W�X�G�H���W�R�Z�D�U�G�V����

�x �3�U���5�H�M�H�D�Q���3�O�D�P�R�Q�G�R�Q���D�Q�G���3�U���(�U�L�F���$�Q�T�X�H�W�L�O���Z�K�R���U�H�V�S�H�F�W�L�Y�H�O�\���D�F�F�H�S�W�H�G���W�R���E�H���,�*�6����������

�+�R�Q�R�U�D�U�\���&�K�D�L�U���D�Q�G���6�F�L�H�Q�W�L�I�L�F���&�K�D�L�U������

�x �W�K�H�� �W�K�U�H�H�� �K�L�J�K�O�\�� �V�N�L�O�O�H�G�� �V�F�L�H�Q�W�L�V�W�V�� ���� �'�U���7�U�D�F�\�� �$�Q�Q�� �+�D�P�P�R�Q�G���� �'�U� � �0�D� [� � �2�U�W�L� ]� � �&�D�W�D�O�D�Q� �

�D�Q�G���'�U���-�H�D�Q���/�X�F���9�H�O�D�\���Z�K�R���J�L�Y�H���X�V���W�K�H���K�R�Q�R�U���R�I���D�F�F�H�S�W�L�Q�J���W�K�H���L�Q�Y�L�W�D�W�L�R�Q���R�I���/�$�0�,�$������

�x �W�K�H���K�X�Q�G�U�H�G���U�H�V�H�D�U�F�K�H�U�V���R�I���P�R�U�H���W�K�D�Q���������F�R�X�Q�W�U�L�H�V���Z�K�R���K�R�Q�R�U�H�G���X�V���E�\���V�X�E�P�L�W�W�L�Q�J���W�K�H�L�U��

�V�F�L�H�Q�W�L�I�L�F�� �F�R�Q�W�U�L�E�X�W�L�R�Q�V���F�R�Q�F�H�U�Q�L�Q�J�� �W�K�H���S�U�R�F�H�V�V�H�V���R�I�� �U�H�Y�L�H�Z���� �U�H�T�X�L�U�H�G���E�\�� �W�K�H���V�F�L�H�Q�W�L�I�L�F��

�F�R�P�P�L�W�W�H�H�� �R�I�� �,�*�6���������� �Z�K�R�� �W�K�H�Q���� �S�K�\�V�L�F�D�O�O�\�� �R�U� � � Y� L� U� W� X� D� O� O� \� �� � � D� U� H� � � D� E� O� H� � � W� R� � � M� R� L� Q� � � X� V� � � L� Q� �

�*�X�D�G�H�O�R�X�S�H����

���:�H���D�O�V�R���Z�D�U�P�O�\���W�K�D�Q�N���D�O�O���W�K�H���V�W�D�I�I�V���D�Q�G���V�H�U�Y�L�F�H�V���R�I���R�X�U���U�L�V�L�Q�J���8�Q�L�Y�H�U�V�L�W�\���R�I���W�K�H���)�U�H�Q�F�K���:�H�V�W��

�,�Q�G�L�H�V�� �Z�K�L�F�K���� �L�Q�� �*�X�D�G�H�O�R�X�S�H�� �D�V�� �L�Q�� �0�D�U�W�L�Q�L�T�X�H���� �E�U�R�X�J�K�W�� �X�V�� �J�H�Q�H�U�R�X�V� � � D� Q� G� � � H� Q� W� K� X� V� L� D� V� W� L� F� �

�D�V�V�L�V�W�D�Q�F�H�� �W�R�� �D�U�U�D�Q�J�H�� �W�K�H�� �E�H�V�W�� �F�R�Q�G�L�W�L�R�Q�V�� �I�R�U�� �Z�H�O�F�R�P�H�� �D�Q�G�� �I�R�U�� �W�K�H�� �U�H�D�O�L�]�D�W�L�R�Q�� �R�I�� �W�K�H��

�S�U�R�F�H�H�G�L�Q�J�V���R�I���W�K�H���F�R�Q�I�H�U�H�Q�F�H���,�*�6��������������

�:�H���Z�L�V�K���W�K�D�W���W�K�H���F�R�R�S�H�U�D�W�L�R�Q���D�P�R�Q�J���H�D�F�K���P�H�P�E�H�U���� �G�H�V�S�L�W�H���W�K�H���U�H�F�H�Q�W���G�L�I�I�L�F�X�O�W�L�H�V���Z�L�W�K�L�Q���R�X�U��

�L�Q�V�W�L�W�X�W�L�R�Q�����L�V���W�K�H���J�X�D�U�D�Q�W�H�H���R�I���D���E�H�D�X�W�L�I�X�O���,�*�6�����������F�R�Q�I�H�U�H�Q�F�H���D�Q�G���P�D�Q�\���P�R�U�H���W�R���F�R�P�H����
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Conference Committees 
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Conference Chair  

�����'�U���&�p�O�L�Q�H���5�(�0�,�������8�Q�L�Y�H�U�V�L�W�\���R�I���)�U�H�Q�F�K���:�H�V�W���,�Q�G�L�H�V����

� � � �

Conference Co-Chair 

�����3�U���/�L�R�Q�H�O���3�5�(�9�2�6�7�����8�Q�L�Y�H�U�V�L�W�\���R�I���)�U�H�Q�F�K���:�H�V�W���,�Q�G�L�H�V����

��

Scientific Chair  

�����3�U���(�U�L�F���$�1�4�8�(�7�,�/�����,�1�5�,�$���5�H�Q�Q�H�V�����)�U�D�Q�F�H����

��

Honorary Chair 

�����3�U���5�p�M�H�D�Q���3�/�$�0�2�1�'�2�1�����3�R�O�\�W�H�F�K�Q�L�T�X�H���0�R�Q�W�U�p�D�O�����&�D�Q�D�G�D����

��

Program Committee 

�����$�G�H�O���$�/�,�0�,�����7�X�Q�L�V�L�D����

�����$�Q�G�U�H�D�V���'�(�1�*�(�/�����*�H�U�P�D�Q�\����

�����$�Q�G�U�H�D�V���)�,�6�&�+�(�5�����&�D�Q�D�G�D����

�����$�Q�J�H�O�R���0�$�5�&�(�/�/�,�����,�W�D�O�\����

�����$�Q�Q�D���%�$�5�1�(�7�7�����8�.����

�����$�Q�Q�L�H���9�,�1�7�(�5�����)�U�D�Q�F�H����

�����$�U�H�Q�G���9�$�1���*�(�0�0�(�5�7�����8�6�$����

�����&�O�D�X�G�L�R���'�(���6�7�(�)�$�1�2�����,�W�D�O�\����

�����*�X�L�V�H�S�S�H���3�,�5�/�2�����,�W�D�O�\����

�����+�D�Q�V���/�H�R���7�(�8�/�,�1�*�6�����8�6�$����

�����+�H�L�G�L���+�$�5�5�$�/�6�2�1�����8�6�$����

�����-�R�V�H���/�X�L�V���&�2�1�7�5�(�5�$�6���9�,�'�$�/�����8�6�$����

�����-�R�V�H�S���/�/�$�'�2�6�����6�S�D�L�Q����

�����0�D�U�F�X�V���/�,�:�,�&�.�,�����*�H�U�P�D�Q�\����

�����%�L�O�D�Q���=�+�8�����-�D�S�D�Q����

�����0�D�V�D�N�L���1�$�.�$�*�$�:�$�����-�D�S�D�Q����

�����1�L�F�R�O�H���9�,�1�&�(�1�7�����)�U�D�Q�F�H����

�����5�L�F�K�D�U�G���*�8�(�6�7�����8�.����
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�����6�H�L�L�F�K�L���8�&�+�,�'�$�����-�D�S�D�Q����

�����7�R�V�K�L�\�X�N�L���.�2�1�'�2�����-�D�S�D�Q����

�����8�P�D�S�D�G�D���3�$�/�����,�Q�G�L�D����

��

Local organization committee 

�����'�U���6�X�]�\���*�$�8�&�+�(�5���&�$�=�$�/�,�6��

�����'�U���(�Q�J�X�H�U�U�D�Q���*�5�$�1�'�&�+�$�0�3��

�����'�U���-�H�D�Q���/�X�F���+�(�1�5�<��

�����'�U���-�L�P�P�\���1�$�*�$�8��

�����3�U���'�L�G�L�H�U���3�8�=�(�1�$�7��

�����'�U���$�X�G�U�H�\���5�2�%�,�1�(�/

�����3�U���-�H�D�Q���9�$�,�/�/�$�1�7��
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Handwriting 
The most taught motor skill  
Yet too little researched  
 
.  

 
�z  Pen tablet, touch tablet, mouse  
�z  Import online, offline data  
�z  Audiovisual stimuli, interactive targets  
�z  Experimental settings 
�z  Quantify features 
�z  Integrate external apps, Matlab 
�z  Summarize, visualize, animate 
�z  Norm database 
�z  Multi-site studies 
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Google: handwriting movement software 

www.neuroscriptsoftware.com 
Tempe, Arizona, USA 
Tel. +1-480-350 9200 
Skype: NeuroScript 
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L �����/�R�Q�J���S�U�H�V�H�Q�W�D�W�L�R�Q���������¶���������¶�������6 �����6�W�D�Q�G�D�U�G���S�U�H�V�H�Q�W�D�W�L�R�Q���������¶���������¶�������3�R�V�W�H�U���D�Q�G���'�H�P�R���W�H�D�V�H�U�������¶�� 

 

JUNE, SUNDAY, 21 (campus of fouillole, �o�[���•�‰�o���v�������U faculty of science) 
  
17H30 Registration 
18H00 Welcome party! 
19H30 "#$$%#&'(&)!*+$(,-+&!.-+/!0(12!1$+'(1(%&+3!4%451+(3!+&'!*+$(,-+&!6+77!+8,(+&4-9 
 
 !

JUNE, MONDAY, 22 :Campus of Fouillole, Faculty of Science, MŽhaut EH4 room; 
  
08H00 Registration 
08H30 Opening Session  (Chair C. REMI) 
09H30 Keynote Speech: Pr. RŽjean Plamondon (Chair : A MARCELLI) 

 
Personal digital bodyguard for e-security, e-health and e-learning 

10H30 Coffee Break 
11H00 Oral Session 1: Handwriting Analysis and Recognition 1 (Chair : G PIRLO) 
11H00 
 

L: An Incremental Approach towards Online Sketch Recognition 
�/�X�N�D�V���7�H�Q�F�H�U�����0�D�U�W�D���5�H�å�Q�i�N�R�Y�i���D�Q�G���0�R�K�D�P�H�G���&�K�H�U�L�H�W 

11H30 
 
 

S: Feature evaluation for discriminating handwriting fragments 
Claudio De Stefano, Francesco Fontanella, Angelo Marcelli, Antonio Parziale and 
Alessandra Scotto di Freca 

11H50 Pause 
12H00 Poster and Demo Teaser (Chair : J NAGAU) 
12H05 
 
 

Relationships between Handwriting Features and Executive Control among Children with 
Developmental Dysgraphia 
Sara Rosenblum 

12H10 
 

The timing of eye-hand movements during signature simulations 
Avni Pepe and Jodi Sita 

12H15 
 
 

Stress and Motor Learning: Does the Presentation of Physical or Cognitive Stress Influence 
Motor Skill Acquisition? 
Christopher Aiken, Sarah Odom and Arend Van Gemmert 

12H20 
 

Subspace method with multi scale wavelet for identification of handwritten lines 
Takeshi Furukawa 

12H25 
 

Haar like features for query by string word spotting 
Nicole Vincent, Adam Ghorbel and Jean-Marc Ogier 

12H30 
 

Writer identification �± clustering letters with unknown authors 
Johanna Putz-Leszczynska  

12H35 
 

An assessment of dynamic signature forgery creation methodology and accuracy 
Luiz Felipe Belem de Oliveira and Richard Guest 

12H40 
 

Universum Learning for Semi-Supervised Signature Recognition from Spatio-Temporal Data 
�/�X�N�D�V���7�H�Q�F�H�U�����0�D�U�W�D���5�H�å�Q�i�N�R�Y�i and Mohamed Cheriet 

12H45 Lunch 
  



  
14H00 Keynote Speech: Dr. Max Ortiz Catalan(Chair : A MARCELLI) 

 
Skeletal attachment and neural control of artificial limbs 

15H00 Oral Session 2: Medical Applications 1 (Chair : S GAUCHER-CAZALIS) 
15H00 
 
 

L: Predicting Hand Forces from Scalp Electroencephalography During Isometric Grip and 
Object Grasping 
Andrew Paek, Alycia Gailey, Pranav Parikh, Marco Santello and Jose Contreras-Vidal 

15H30 Poster and Demo Session 
16H00 Coffee Break (Poster and Demo Session) 
16H30 Oral Session 3: Education and Handwriting 1 (Chair : C REMI) 
16H30 
 

L: Ortho-syllable and syllable affect the dynamics of adjectives handwriting in French 
Eric Lambert and Pauline QuŽmart 

17H00 
 

S: How Handwriting Evolves: An Initial Quantitative Analysis of the Development of Indic 
Scripts 
Vinodh Rajan 

17H20 End of the scientific sessions of IGS2015 first day 
18H00 Concomittant to IGS2015 meeting with Guadeloupean actors of handwriting learning 

and its rehabilitation (Chair : J-L HENRY) 
(Free access �± language : French) 

Th•me : �5�p�D�O�L�W�p�V���H�W���G�p�I�L�V���G�H���O�¶�D�S�S�U�H�Q�W�L�V�V�D�J�H���G�H���O�¶�p�F�U�L�W�X�U�H 
19H30 et de la prise en charge de ses difficultŽs en Guadeloupe 
 
 
JUNE, TUESDAY, 23 :Campus of Fouillole, Faculty of Science, MŽhaut EH4 room; 
  
09H00 Registration 
09H30 Keynote Speech:  Dr. Tracy A. Hammond (Chair : E ANQUETIL) 

 
The personal nature of sketching and the impact of sketch recognition systems 

10H30 Coffee Break 
11H00 Oral Session 4: Handwriting Analysis and Recognition 2 (Chair : A FISHCHER) 
11H00 
 

L: An algorithm based on visual perception of similarity for handwriting comparison 
Antonio Parziale, Stanislao Davino and Angelo Marcelli 

11H30 
 

L: Recognize multi-touch gestures by graph modeling and matching 
Zhaoxin Chen, Eric Anquetil, Harold Mouch•re and Christian Viard-Gaudin 

12H00 
 

L: The generation of synthetic handwritten data for improving on-line learning 
�0�D�U�W�D���5�H�å�Q�i�N�R�Y�i�����/�X�N�D�V���7�H�Q�F�H�U�����5�p�M�H�D�Q���3�O�D�P�R�Q�G�R�Q���D�Q�G���0�R�K�D�P�H�G���&�K�H�U�L�H�W 

12H45 Lunch 

 
  

14H00 Oral Session 5: Medical Applications 2 (Chair : J VAILLANT) 

14H00 
  

L: Omega-Lognormal Analysis of Oscillatory Movements as a Function of Brain Stroke 
Risk Factors 
Albert Bou Hernandez, Andreas Fischer and RŽjean Plamondon 

14H35 
 
 

L: Monitoring Neuromotricity On-line: a Cloud Computing Approach. 
Olivier Lefebvre, Pau Riba, Charles Fournier, Alicia Fornes, Josep Llados, RŽjean 
Plamondon and Jules Gagnon-Marchand 

15H05 
 
 

S: A neurocomputational model of spinal circuitry for controlling the execution of arm 
voluntary movements 
Antonio Parziale, Jacopo Festa and Angelo MarcellI 



  
15H25 Free time 

 
  

17H00 Bus departure 
17H30 Botanical Garden Valombreuse 
18H30 Cocktail (+ surprises) 
19H30 Gala Dinner 
21H45 Bus departure 
 

June, Wednesday, 24 :Campus Camp Jacob, Amphitheater G Archim•de ; 
  
8H00 Bus departure to St-Claude Campus 

 
  

10H00 Coffee Break / Registration 
10H30 Keynote Speech: Dr. Jean Luc Velay (Chair : L PREVOST) 

 

Translating graphical movements into sounds and music to facilitate handwriting 
rehabilitation 

11H30 Oral Session 6: Education and Handwriting 2 (Chair : J-L VELAY) 
11H30 
 

L: Online Handwriting Analysis with Fuzzy Models 
Manuel Bouillon and Eric Anquetil 

12H00 
 

L: Evaluation of Different Handwriting Teaching Methods by Kinematic and Quality 
Analyses 
Pierluigi D'Antrassi, Agostino Accardo, Paola Ceschia, Iolanda Perrone and 
Carmen Mandarino 

12H30 
 

L: Exploring the Kinematic Dimensions of Kindergarten �&�K�L�O�G�U�H�Q�¶�V���6�F�U�L�E�E�O�H�V 
CŽline Remi, Jean Vaillant, RŽjean Plamondon, Lionel Prevost and ThŽrŽsa Duval  

13H00 Lunch 

 
  

14H20 Oral Session 7: Forensic Sciences 1 (Chair : A MARCELLI) 

14H20 
 

L: A Dissimilarity Measure for On-Line Signature Verification Based on the Sigma-
Lognormal Model 
Andreas Fischer and RŽjean Plamondon 

14H50 L: Hyper-spectral Analysis for Automatic Signature Extraction 
Muhammad Imran Malik, Sheraz Ahmed, Faisal Shafait, Ajmal Saeed Mian, Andreas 
Dengel, Marcus Liwicki and Christian Nansen 

15H20 
 

L: Stability/Complexity Analysis of Dynamic Handwritten Signatures 
Giuseppe Pirlo, Donato Impedovo and Tommaso Ferrante 

15H50 
 

Pause 

14H20 Oral Session 7: Forensic Sciences 2 (Chair : H HARRALSON) 
15H50 
 

S: Characteristics of Constrained Handwritten Signatures: An Experimental 
Investigation 
Giuseppe Pirlo, Donato Impedovo and Fabrizio Rizzi 

16H10 
 

S: Handwriting and Visual Impairment: A Forensic Analysis of J. S. Bach's 
Signatures 
Heidi H. Harralson, Clare Kaufman and Martin W. B. Jarvis 

  



  
16H30 
 

S: Training- and Segmentation-Free Intuitive Writer Identification with Task-
Adapted Interest Points 
Angelika Garz, Marcel WŸrsch and Rolf Ingold 

16H50 
 

S: A Survey of Forensic Handwriting Examination Research in Response to the NAS 
Report 
Heidi H. Harralson, Elizabeth Waites and Emily J. Will 

17H10 Pause 
  
17H30 Award & Closing Session (Chair : R PLAMONDON) 
18H00 Farewell Cocktail 
18H45 Bus departure 
!



!

Invited Presentations 
 
 

!
Prof. RŽjean Plamondon, IGS 2015, Honorary Chair 
�'�L�U�H�F�W�R�U�����6�F�U�L�E�H�Q�V���/�D�E��
�%�L�R�P�H�G�L�F�D�O���6�F�L�H�Q�F�H���D�Q�G���7�H�F�K�Q�R�O�R�J�L�H�V���5�H�V�H�D�U�F�K���&�H�Q�W�U�H�����*�5�6�7�%����
�'�H�S�D�U�W�P�H�Q�W���R�I���(�O�H�F�W�U�L�F�D�O���(�Q�J�L�Q�H�H�U�L�Q�J������
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Abstract :���,�Q���W�K�H���I�R�U�W�K�F�R�P�L�Q�J���\�H�D�U�V�����W�K�H���X�E�L�T�X�L�W�\���R�I���K�D�Q�G���K�H�O�G���W�D�E�O�H�W�V���D�Q�G���F�H�O�O���S�K�R�Q�H�V�����D�O�R�Q�J���Z�L�W�K��
�W�K�H�L�U���L�Q�F�U�H�D�V�H�G���F�R�P�S�X�W�L�Q�J���S�R�Z�H�U���D�Q�G���H�U�J�R�Q�R�P�L�F���G�D�W�D���F�D�S�W�X�U�H���S�H�U�I�R�U�P�D�Q�F�H�V�����Z�L�O�O���P�D�N�H���L�W���S�R�V�V�L�E�O�H���W�R��
�F�R�Q�Y�H�U�W�� �W�K�H�V�H�� �G�H�Y�L�F�H�V�� �L�Q�W�R��Personal Digital Bodyguards ��PDB�V������ �3�'�%�V�� �Z�L�O�O�� �S�U�R�W�H�F�W�� �S�H�R�S�O�H�¶�V��
�V�H�Q�V�L�W�L�Y�H���G�D�W�D���Z�L�W�K���V�L�J�Q�D�W�X�U�H���Y�H�U�L�I�L�F�D�W�L�R�Q�����S�U�R�Y�L�G�H���H�T�X�L�S�P�H�Q�W���X�V�H���V�H�F�X�U�L�W�\���Z�L�W�K���Z�U�L�W�H�U���D�X�W�K�H�Q�W�L�F�D�W�L�R�Q����
�K�D�Q�G�Z�U�L�W�W�H�Q�� �&�$�3�7�&�+�$�V��(e-security���� �D�Q�G�� �S�H�U�I�R�U�P�� �Z�R�U�G�� �V�S�R�W�W�L�Q�J�� �D�Q�G�� �U�H�F�R�J�Q�L�W�L�R�Q�� �W�R�� �P�R�Q�L�W�R�U�� �X�V�H�U��
�I�L�Q�H���P�R�W�R�U���F�R�Q�W�U�R�O���� �Z�K�L�F�K�� �F�D�Q���G�H�W�H�F�W���V�W�U�H�V�V��� � �D�J�L�Q�J�� �D�Q�G���K�H�D�O�W�K���S�U�R�E�O�H�P�V��(e-health)���� �,�Q���W�K�H���K�D�Q�G�V���R�I��
�F�K�L�O�G�U�H�Q���� �W�K�H�V�H�� �W�R�R�O�V�� �Z�L�O�O�� �W�X�U�Q�� �L�Q�W�R�� �W�R�\�V�� �K�H�O�S�L�Q�J�� �W�K�H�P�� �W�R�� �O�H�D�U�Q�� �D�Q�G�� �P�D�V�W�H�U���W�K�H�L�U�� �I�L�Q�H�� �P�R�W�U�L�F�L�W�\�� �D�Q�G��
�E�H�F�R�P�H���E�H�W�W�H�U���Z�U�L�W�H�U�V���D�Q�G���V�W�X�G�H�Q�W�V��(e-learning)����

�$�W�� �6�F�U�L�E�H�Q�V�� �O�D�E�R�U�D�W�R�U�\���� �Z�H�� �K�D�Y�H� � �E�H�H�Q� � �Z�R�U�N�L�Q�J� � �R�Q� � �V�R�P�H� � �R� I� � �W�K�H�V�H� � �S�R�W�H�Q�W�L�D�O� � �D�S�S�O�L�F�D�W�L�R�Q�V� � � I�R�U� � �P�D�Q� \� �
�\�H�D�U�V���� �G�L�U�H�F�W�O�\�� �R�U�� �L�Q�G�L�U�H�F�W�O�\�� �J�X�L�G�H�G�� �E�\�� �W�K�H��Lognormality Principle ���� �,�Q�� �L�W�V�� �V�L�P�S�O�H�V�W�� �I�R�U�P���� �W�K�L�V��
�I�X�Q�G�D�P�H�Q�W�D�O�� �S�U�H�P�L�V�H�� �V�W�D�W�H�V�� �W�K�D�W��the lognormality of the neuromuscular impulse responses is a 
basic global feature reflecting the behaviour of individuals who are in perfect control of their 
movements�����$�V���D���F�R�U�R�O�O�D�U�\�����L�I���Z�H���V�S�H�F�L�I�L�F�D�O�O�\���I�R�F�X�V���R�Q���W�K�H���E�D�V�L�F���P�D�W�K�H�P�D�W�L�F�D�O���F�R�Q�Y�H�U�J�H�Q�F�H���W�R�Z�D�U�G��
�O�R�J�Q�R�U�P�D�O�L�W�\���� �P�R�W�R�U�� �F�R�Q�W�U�R�O�� �O�H�D�U�Q�L�Q�J�� �L�Q�� �\�R�X�Q�J�� �F�K�L�O�G�U�H�Q�� �F�D�Q�� �E�H�� �L�Q�W�H�U�S�U�H�W�H�G�� �D�V�� �D�� �P�L�J�U�D�W�L�R�Q�� �W�R�Z�D�U�G��
�O�R�J�Q�R�U�P�D�O�L�W�\�����7�K�H�Q�����I�R�U���W�K�H���J�U�H�D�W�H�U���S�D�U�W���R�I���W�K�H�L�U���O�L�Y�H�V�����K�X�P�D�Q���D�G�X�O�W�V���W�D�N�H���D�G�Y�D�Q�W�D�J�H���R�I���O�R�J�Q�R�U�P�D�O�L�W�\��
�W�R�� �F�R�Q�W�U�R�O�� �W�K�H�L�U�� �P�R�Y�H�P�H�Q�W�V���� �)�L�Q�D�O�O�\���� �D�V�� �D�J�L�Q�J�� �D�Q�G�� �K�H�D�O�W�K�� �L�V�V�X�H�V�� �L�Q�F�U�H�D�V�H���� �D�� �S�U�R�J�U�H�V�V�L�Y�H�� �G�H�S�D�U�W�X�U�H��
�I�U�R�P���O�R�J�Q�R�U�P�D�O�L�W�\���L�V���D�Q�W�L�F�L�S�D�W�H�G������

�)�U�R�P�� �D�� �S�U�D�F�W�L�F�D�O�� �S�R�L�Q�W�� �R�I�� �Y�L�H�Z���� �W�K�H�� �F�R�Q�F�H�S�W���R�I�� �O�R�J�Q�R�U�P�D�O�L�W�\�� �S�U�R�Y�L�G�H�V�� �D�� �F�R�P�P�R�Q�� �W�K�U�H�D�G���� �D�Q��
�L�Q�W�H�J�U�D�W�L�Y�H�� �V�W�D�Q�G�S�R�L�Q�W�� �W�R�� �W�U�D�F�N�� �W�K�H�� �S�U�R�E�O�H�P�V�� �R�I� � � V� L� J� Q� D� W� X� U� H� � � Y� H� U� L� I� L� F� D� W� L� R� Q� �� ��Z�U�L�W�H�U�� �L�G�H�Q�W�L�I�L�F�D�W�L�R�Q����
�K�D�Q�G�Z�U�L�W�L�Q�J���J�H�Q�H�U�D�W�L�R�Q�����U�H�F�R�J�Q�L�W�L�R�Q���D�Q�G���O�H�D�U�Q�L�Q�J�����7�K�L�V���N�H�\�Q�R�W�H���S�U�H�V�H�Q�W�D�W�L�R�Q���Z�L�O�O���S�R�L�Q�W���R�X�W���K�R�Z���W�K�H��
�U�H�V�X�O�W�L�Q�J���P�H�W�K�R�G�R�O�R�J�L�H�V���F�R�X�O�G���E�H���R�I���J�U�H�D�W���K�H�O�S���W�R���P�H�H�W���W�K�H���3�'�%���F�K�D�O�O�H�Q�J�H�����,�W���Z�L�O�O���K�L�J�K�O�L�J�K�W���Z�K�L�F�K��
�S�D�W�K�Z�D�\�V���Z�H���K�D�Y�H���G�H�F�L�G�H�G���W�R���I�R�O�O�R�Z���W�R���U�H�D�F�K���W�K�L�V���J�R�D�O�����Z�K�H�U�H���Z�H���V�W�D�Q�G���Q�R�Z���D�Q�G���Z�K�D�W���V�K�R�X�O�G���E�H���R�X�U��
�Q�H�[�W�� �P�R�Y�H�V���� �7�K�U�R�X�J�K�R�X�W�� �W�K�H�� �W�D�O�N���� �W�K�H�� �Z�R�U�O�G�Z�L�G�H�� �F�R�O�O�H�F�W�L�Y�H�� �H�I�I�R�U�W�V�� �W�K�D�W�� �Z�H�� �K�D�Y�H�� �L�Q�L�W�L�D�W�H�G�� �W�R�� �W�U�D�F�N��
�V�R�P�H���V�S�H�F�L�I�L�F���S�U�R�E�O�H�P�V���Z�L�O�O���E�H���S�R�L�Q�W�H�G���R�X�W�����H�P�S�K�D�V�L�]�L�Q�J���W�K�H���V�S�H�F�L�I�L�F���H�[�S�H�U�W�L�V�H���R�I���R�X�U���Q�D�W�L�R�Q�D�O���D�Q�G��
�L�Q�W�H�U�Q�D�W�L�R�Q�D�O���S�D�U�W�Q�H�U�V����
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Abstract. In this paper, we present a novel method for recognition of handwritten sketches. Unlike previous 
approaches, we focus on online retrieval and ability to build our model incrementally, thus we do not need to 
know all the data in advance and we can achieve very good recognition results after as few as 15 samples. The 
method is composed of two main parts: feature representation and learning and recognition. In feature 
representation part, we utilize SIFT-like feature descriptors in combination with soft response Bag-of-Words 
techniques. Descriptors are extracted locally using our novel sketch-specific sampling strategy and for support 
regions we follow patch-based approach. For learning and recognition, we use a novel technique based on 
fuzzy-neural networks, which has shown good performance in incremental learning. The experiments on state-
of-the-art benchmarks have shown promising results. 

 
1. Introduction  

"It is better to see once than to hear a hundred times." Is saying old Russian proverb, which clearly favorizes 
visual form of communication. Since ancient times, it was specifically sketch, which allowed people to 
communicate visual information, record memories. Even after thousands of years, sketching is one of few ways, 
how majority of people can render their mental images (see Fig. 1). Since direct visualization of mental images 
usi�Q�J���³�P�L�Q�G-�U�H�D�G�L�Q�J�´���W�H�F�K�Q�L�T�X�H�V���L�V clearly progressing (Miyawaki et al., 2008). Though they are far away from 
practical use and therefore sketch is the momentarily the best option for a human being to capture mental image. 
Also, as proved by recent research results (Walther, Chai, Caddigan, Beck, & Fei-Fei, 2011), sketches are sufficient 
enough to create stimuli at the same level as real-world images. This fact also justifies our choice of features based 
on edges.  

I.      II. 

 
Figure 1.  I. Sketches through the history. a) cave painting b) sketches from Leonardo da Vinci c) 

sketches from Pablo Picasso; II. Examples from our database 
 

Unlike batch approaches, our approach does not rely on the fact, that the whole dataset is available a priori. 
In real-world, applications should be adaptable to the user, and it should be intelligent to learn new examples. To 
�K�D�Y�H���R�Q�H���P�R�G�H�O�����Z�K�L�F�K���U�H�S�U�H�V�H�Q�W�V���W�K�H���V�\�V�W�H�P���³�I�R�U�H�Y�H�U�´���L�V���Q�R�W���I�H�D�V�L�E�O�H�����$�V���W�K�H���X�V�H�U���L�V���X�V�L�Q�J��the sketching system 
�P�R�U�H�� �D�Q�G�� �P�R�U�H���� �K�L�V�� �S�H�U�I�R�U�P�D�Q�F�H�� �L�P�S�U�R�Y�H�V�� �D�Q�G�� �W�K�H�� �R�O�G�� �P�R�G�H�O�� �E�H�F�R�P�H�V�� �R�E�V�R�O�H�W�H�� �D�Q�G�� �F�D�Q�Q�R�W�� �F�D�S�W�X�U�H�� �X�V�H�U�¶�V��
performance anymore, as noted before for gestures. Therefore, we aim to develop a model, which can learn 
incrementally and adapt to use�U�¶�V���G�U�D�Z�L�Q�J���S�H�U�I�R�U�P�D�Q�F�H�����$�W���O�D�V�W�����H�Y�H�Q���W�K�R�X�J�K���S�U�L�R�U���Z�R�U�N�V���G�L�G���K�D�Y�H���D�Y�D�L�O�D�E�O�H���Z�L�G�H��
variety of data, this statement is not always true for commercial applications. Once sketch-based interaction is 
�L�Q�W�H�J�U�D�W�H�G���L�Q�W�R���W�K�H���V�\�V�W�H�P�����L�W���Q�H�H�G�V���W�R���F�D�S�W�X�U�H���X�V�H�U�¶�V���V�N�H�W�F�King performance as soon as possible, with minimum 
number of examples. Therefore, our second motivation in the learning part of our work is to learn from scratch, 
with a minimum amount of prior learning data. 

Prior works in the area of sketch-based focused mostly on area-specific recognition of sketches within very 
limited domain. These include user interfaces, chemical diagrams, architectural designs, faces or mathematical 
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equations (Caetano, Goulart, Fonseca, & Jorge, 2002) (Ouyang & Davis, 2007) (Tang & Wang, 2004) (Jr & 
Zeleznik, 2007). Therefore presence of structure and prior knowledge about the domain allows high recognition 
rates in these cases. Other prior works focused on more general applications and they approached sketch 
recognition independent of the domain of application. These techniques, are usually based on graphical models 
(T. Sezgin & Davis, 2007) (T. M. Sezgin & Davis, 2008) (T. M. Sezgin & Davis, 2005) (Alvarado & Davis, 2004)  
and require significant amount of data during the training phase, or they generate training data artificially by 
applying noise function to examples (T. M. Sezgin & Davis, 2005). Since we are aiming incremental learning, 
none of these approaches satisfies our primal condition on a good performance with a low amount of data. The 
most advanced approach so-far was introduced by Eitz (Eitz, Hays, & Alexa, 2012), although this one processed 
images in batch-manner; thus no incremental learning was performed. 

 
2. Sketch Representation 

As an input for our recognition system at learning and recognition stages is a binary image, which represents 
sketched image. In our method we focus on descriptors, which emphasize information abundant in sketches, that 
is edge orientation. After experimentation with various descriptors (Histogram Of Gradients (HOG), Edge 
Histogram Descriptor (EHD)), we observed best results for Scale Invariant Feature Transform (SIFT) descriptor 
and therefore we decided to use it in our method. Although original SIFT method as presented by (Lowe, 2004) is 
composed of  two separate parts, interest point detection and feature extraction, we need to adapt the original 
technique for application to sketched images. 

Our proposed descriptor is patch-based and calculated on local support region. Since many previous 
applications used densely sampled small regions, in case of sketches we need to lean toward larger support regions, 
because small regions do not capture sufficient amount of sketched regions. Size of our region depends on size of 
the image and amount of sampled points, so that area covered by sampled patches is about � 3 
 L�w�r���P�E�I�A�O the size 
of the image (�L�4�S�E�@�P�D�á �L�4�D�A�E�C�D�P 
L
¥�:�E�I�C�4�O�E�V�A�6 � ® � 3�;���J�4�L�K�E�J�P�O). We have experimented with different amounts 
of sampled area and we have found minimal gain in increase over 50, although an increase in computational cost 
was significant. This yields for images of size �t�w�x
H�t�w�x as they are stored in testing dataset, size of support 
region that accounts for �{�¨  of total image area for each patch, which is at size of about 70 pixels with 600 sampled 
interest points.  

Our main adaptation for SIFT-like descriptors for sketches lies in a change of interest point detector. As 
noted by (Eitz, Hildebrand, Boubekeur, & Alexa, 2010), most prominent interest points lies on sketched lines. We 
would like to add an assumption, that it is also in between and in close distance to sketched lines, where we can 
find fine regions to sample interest points. Therefore we propose interest point detector, based on importance 
sampling on, between and around sketched lines, with a soft gradient between importance of different regions. 

Once we have obtained sampled interest points, we calculate a descriptor on a given support region. We 
subdivide the image into � v 
 H � v grid and calculate orientation histogram for each of the regions. Final descriptor is 
created by concatenation of the histograms for all of the regions, contribution of each pixel to the histogram of the 
region is weighted by Gaussian placed in the middle of the region. Normalization is applied to achieve better scale 
invariance. The final representation of the image is then collection of features � ( 
 L � <� B�Ü�=, where �B�Ü is descriptor 
extracted for single local patch. 

The final descriptor for representing sketches is calculated based on bag-of-words representation. For this 
representation, we first need to acquire a visual codebook, which we will use to encode the sketch. We construct 
the visual codebook by clustering the space of descriptors into �G disjunct clusters, so the inner cluster scatter is 
minimal. The vocabulary of visual words is then represented as � 8 
 L � <� R�Ü�=. 

Once we obtain �8, then we can represent the image as a frequency histogram of visual words, where each 
extracted descriptor is assigned to the nearest bin given �.�6 distance. Although this can be further improved by 
�F�R�Q�V�L�G�H�U�L�Q�J���³�V�R�I�W�´���U�H�V�S�R�Q�V�H���K�L�V�W�R�J�U�D�P�����,�Q���W�K�L�V���Y�H�U�V�L�R�Q���R�I���W�K�H���G�H�V�F�U�L�S�W�R�U�����Q�R�W���I�U�H�T�X�H�Q�F�\���L�V���V�W�R�U�H�G�����E�X�W��the relative 
distance to each of the visual words, this is accumulated for all the extracted local patches. Gaussian kernel is used 
to determine the distance between visual word and a given sample.  

 
3. Sketch Recognition 

For the recognition part, we use an online learning model, where the samples are learned incrementally and 
inference is calculated in real time. Thus, we will divide this section into learning and inference and describe the 
method used for this work. The whole model described in this paper is a hybrid ART (Adaptive Resonance Theory) 
and TS (Takagi-Sugeno) fuzzy neural networks originally created for online handwritten recognition. 

Learning of the model is composed of two parts: generating rules for TS network and learning parameters 
of the rules. Generation of the rules is thus driven by ART-2A neural network, which is self-adaptive unsupervised 
clustering method. Here, the number of rules is not necessary set and does not equal the number of classes in the 
system. This is following the fuzzy logic, where all classes are defined by the possibility of occurrence within each 
rule. 
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The learning process of rule manipulation is based on an update of committed rule in a case of resonance 
and generating of a new rule in a case of reset. To decide this, a choice function (1) is compared with a vigilance 
�O.  If (2) is satisfied, resonance occurs, otherwise the reset is detected. 
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Then, the rule to be updated is either winning one (if resonance) or a new rule (if reset) and the update is 

performed (3), where �S�Ã is a weight vector and �I a learning parameter. 
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After clustering updates, the TS network is to be learned. Each rule is in a form of (4), where both IF and 
THEN (antecedent and consequent) parts are learned separately. For antecedent part, we are using the incremental 
density update (5-7). 
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When learning the THEN part, the learning is not competitive as in the previous parts, but based on fuzzy 
logic. Thus, for each sample all the rules are updated with a proper increment (8-9). 
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The inference if based purely on TS fuzzy network, where as shown in (4), the fuzzy results of each rule 
�U�Ü

�Ý are calculated as linear combinations of proper parameters and input sample. Then, their results are weighted 
by the antecedent density (5) and a final inference for every class in the system is derived (10). Then the choice of 
the winning class is set by the maximum over all such inferences. 
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5. Experiments and Results 

In this work, we have used state-of-the-art dataset of sketched images collected by Eitz (Eitz et al., 2012). 
It consists of 20,000 sketches in 250 categories (see Fig. 1). Categories consists of objects regularly encountered 
in everyday life and are aimed to capture general semantics of objects. Best reported results on this dataset are by 
(Eitz et al., 2012) at 56% (where chance is 4%), although it processes the data in batch manner, not in incremental 
manner. 

We evaluate the performance of our system during the whole process of learning, thus precision should be 
high with every incoming sample. As evaluation criterion, we use several metrics. First criterion is simple accuracy 
evaluated as a ratio correctly classified element over total number of processed elements until current time �P�Ü. In 
second criterion, we change the success recognition criterion. We consider an example to be recognized correctly, 
if correct label is one of first �J returned examples, where �J is set to be �t�¨  of total number of classes. At last, we 
use fall-off function to increase the effect of recent errors and decrease penalization for errors, which happened in 
a distant past. We use two falloff functions, linear and Gaussian with a cut-off threshold at 95% of values. 

As we can see Fig. 2, our results are very promising, although at the beginning of the training the 
performance is low. This is mostly due to low number of examples present for a given class. Also according to our 
observations, errors are more frequent, when new class is introduced. Using evaluation criterion of top �J samples, 
we can see increased accuracy, even at the beginning of training. One can observe qualitative results in Fig. 2. 
where we present top �J labels for selected queries. At last, we can see the recognition rate for the whole learning 
process in Fig. 2. Decreased performance in the beginning is caused by insufficient number of labeled samples. 

Our method is capable of performance in real-time and execution of incremental learning and recognition 
of a single example takes about 340ms on standard desktop PC. 

(1) 

(2) 

(4) 

(5) 

(7) 

(8) 

(9) 

(10) 

(3) 

(6) 
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Figure 2.  a) Results of the recognition algorithm, showing top 4 results. True label is 
highlighted in red. b) And Recognition rate evaluation, comparison of our method and the best result of 

state-of-the-art Eitz2012 method 
 

6. Conclusion and Future Work 
We presented a method capable of retrieval of sketched objects of everyday life. This method can process 

incoming data in incremental manner and is capable of learning the representation of classes in interactive and on-
line mode. This is achieved through a combination of special sketch-specific features and incremental fuzzy-neural 
learning method. Up to our knowledge, there is no state-of-the-art method capable of incremental learning of 
sketched images, which can over-perform our technique. 

Although our system is working in incremental manner, it still needs pre-processing to obtain the codebook. 
To remove this obstacle we need to devise an efficient unsupervised incremental learning algorithm, so besides 
incremental learning in feature space, we can also construct incrementally the visual codebook. Also the 
representation of the codebook itself is shallow, and we may consider higher level hierarchy to represent composite 
primitives as hierarchy levels in the codebook, so we can achieve higher rate of recognition. At last we are looking 
into combining visual and semantic retrieval for sketch-based image recognition, thus we will develop an approach 
to combine these two slightly distant metaphors. 

The authors would like to thank to SSHRC Canada and NSERC Canada for their financial support. 
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Abstract. The large majority of methods proposed in literature for handwriting recognition assume that 
words are produced drawing large parts of the ink without lifting the pen, other than horizontal bars and dots. 
This fundamental assumption, however, does not always hold: while some educational systems provide 
explicit training for producing continuous handwriting, minimizing the number of pen-up during the 
production of a word, others do not. As a consequence, whenever the handwriting presents pen-up within a 
word, the recognition performance can drop significantly. In a preliminary study, we presented an algorithm 
for discriminating among different types of ink appearing in handwriting, namely isolated characters, cursive, 
dots, horizontal and vertical bars, based on the use of a suitable set of features. In this paper, we have 
characterized the discriminative power of each considered feature according to different measures and we 
have proposed a method for combining the different feature rankings. We have also used the FischerÕs Linear 
Discriminant Analysis (LDA) for exhaustively selecting the best feature subsets with increasing number of 
features. Finally, we have compared the results obtained by using the feature subsets provided by LDA with 
those obtained with the feature subsets selected according to our feature ranking. The experimental results, on 
different datasets of handwritten words, showed that our approach successfully achieves its aim allowing to 
reduce the computational cost without affecting the overall performance of the recognition process. 

 
1. Introduction 
Handwriting generation studies, and more in general studies on motor control and trajectory planning, show that 
the complex movements involved in handwriting are composition of elementary movements, each corresponding 
to an elementary shape or stroke. Such strokes are drawn one after the other during handwriting and the fluency 
emerges from the time superimposition of them (Plamondon 1995, Grossberg & Paine 2000). Following this line 
of thought, we have conjectured that handwriting recognition can be achieved by providing the system with a 
reference set, i.e. a set of words whose transcripts are given, decomposing each of the reference word into 
strokes, and matching the strokes with the transcript so as to associate to each of them the ASCII code 
corresponding to the character the stroke belongs to. Once the reference set has been provided, handwriting 
recognition can be achieved by looking within the unknown word for sequences of strokes whose shape 
resembles that of sequences of strokes found in the reference set, labeling the sequence of the unknown as the 
matching ones in the reference set, and then combining the labels according to the writing order (De Stefano & 
al., 2010). 

There are cases, however, when our conjecture does not hold. Those are the cases when the word is not 
produced by keeping the pen-tip in constant contact with the paper, so to have a continuous ink, but lifting the 
pen here and there while drawing. While such a habit is still within the domain of handwriting generation 
models, that can explain why and under which circumstances such a behavior appears, it may produce undesired 
effects in our prototype. Because of the pen lift, in fact, some of the movements do not produce an ink trace on 
the paper, and therefore some of the strokes are missed. So the sequence of strokes cannot be reconstructed 
completely, and some of the invariants may disappear, compromising the results of whole process.  

To deal with those cases, we proposed in a preliminary study (De Stefano & al., 2011) a method for 
extracting from a word image the sub-images corresponding to pieces of ink produced without lifting the pen. 
Each sub-image was described by a suitable set of features and then classified as cursive, isolated character, 
vertical line, horizontal line, dot or noise. According to this approach, sub-images corresponding to cursive 
fragments can be processed as described before, while those containing characters can be passed to an OCR 
module. Thus, the recognition of the whole word can be obtained by composing the results of each module 
according to the position of the corresponding sub-images in the word image. 

To better understand the effectiveness of the above approach, in this study we have characterized the 
discriminative power of each considered feature in classifying the pieces of ink produced without lifting the pen 

29



as isolated characters or cursive. The basic motivation of our work is to answer this main question: Òis it possible 
to describe handwriting movements just analyzing static images?Ó We will show that with a suitable set of 
features extracted from the original images itÕs often possible to associate each pieces of ink to one of the above 
two classes. 

The remainder of the paper is organized as follows: Section 2 describes the set of considered features, 
Section 3 illustrates the feature evaluation measures, while the analysis and the discussion of the experimental 
results, together with some concluding remarks, are eventually left to Section 4. 
 
2. Feature description 
The aim of the feature extraction process is that of allowing the classification of connected components of ink 
traces, possibly produced by writers without lifting the pen, in two main classes: isolated characters and cursive. 
The basic idea is that a simple shape is generated by a simple motor program. The simpler the motor program, 
the smaller the quantity of ink the connected component contains. However, in order to improve the fluency of 
handwriting, a writer may introduce extra strokes, or ligatures, to connect the last stroke of a character and the 
first of the following one, instead of lifting the pen between the final point of the former and the initial point of 
the latter. Accordingly, we expect that images of isolated characters will contain less ink (and less strokes) than 
those of cursive, and that the ink will not span prevalently along the writing direction (De Stefano & al., 2011) 

In order to estimate the features of connected components of ink traces, we proceed as follows: The word 
image is processed for extracting the bounding box of each connected component (see Figure 1a). Then, each 
component is analyzed by considering its size, the number and the distribution of its black pixels and the size of 
the word it belongs to (see Figure 1b). In particular, we consider the coordinates of the top-left and bottom right 
vertices of the bounding box (Xmin , Ymin , Xmax , Ymax), the width and the height of the bounding box (Wcomp , 
Hcomp), the total number of pixels and the number of black pixels included in the bounding box (Pcomp , BPcomp), 
the width and the height of the bounding box of the word (Wword , Hword).  

Starting from these basic features, an additional set of features is computed, whose description is reported in 
Table 1. The features HR, AR and PAR are meant to capture the spatual, and hence the temporal, extension of the 
handwriting, while FF is meant to capture the spatial density of ink. 

In order to evaluate the shape complexity of the ink trace, we have considered the number of transitions 
between white and black pixels along consecutive rows/columns of the component. These values have been 
arranged in two histograms, namely ink-mark on the horizontal (IMx) and vertical (IMy) axis, where each bin 
represents the above number of transitions for a group !  along a row or a column, respectively (see Figure 1b). 
These features can be seen as a measurement of the complexity of the ink: an empty or flat ink-mark on both 
horizontal and vertical axis suggests that the component presents scattered black pixels and is likely to be noise, 
whereas higher values correspond to more complex shapes. 

Finally, we have estimated the center-zone of the word and we have considered as features the y-coordinate 
of the upper side of the center-zone (say CZYmin ). Table 2 summarizes the whole set of considered features. 

 

                   
Figure 1: the image of word "Trani" with the bounding box of each connected component and the center 
zone; a connected component extracted from the word image (right). 

 
Table 1: description of additional features 
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Table 2: the set of adopted features 

F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 

IMx IMy Xmin Ymax BPcomp FF AR Wword Hword HR PAR CZYmin 
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3. Feature evaluation 
Two different approaches have been followed for evaluating the effectiveness of each feature and for 

identifying the subset of them having the highest discriminative power. The first approach is based on the use of 
standard univariate measures, while the second one uses the FischerÕs Linear Discriminant Analysis (LDA). 

In the first case, we have considered five standard univariate measures, where each of them ranks the 
available features depending on their ability in discriminating pieces of ink belonging to either isolated 
characters or cursive. In our study, we have considered the following univariate measures: Chi-square (CS) (Liu 
& Setiono, 1995), Relief (R) (Kononenko, 1994), Gain Ratio (GR), Information Gain (IG) and Symmetrical 
Uncertainty (SU) (Hall, 1999). The final ranking of all the features is computed by using the Borda Count rule, 
according to which, a feature receives a score that depends on its position in the rankings provided by each 
univariate measure. Once the final ranking has been obtained, subsets including increasing number of features 
(top1; top1 and top2; etc.) are used by a Support Vector Machine (SVM) classifier for testing their 
discriminating power. 

The second approach for evaluating the behavior of subsets including increasing number of features is based 
on the use of the FischerÕs Linear Discriminant Analysis (LDA). In this case we have exhaustively generated 
from the 12 available features, all the possible subsets of k distinct features, without repetitions, varying k from 1 
to 12. Thus we created 4095 feature subsets, including 12 sets with only 1 feature, 66 sets with 2 features, 220 
sets with 3 features, and so on up to the only set of 12 features. For each subset, the separation index S between 
the two classes has been computed. Denoting with 0 and 1 the two classes to be discriminated, S is defined as the 
ratio of the variance between classes to the variance within classes, using the mean vectors µ0, µ1 and the 
covariance matrices ! 0, ! 1 of class 0 and 1, respectively, and !  is described in (De Stefano & al., 2014) 
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The parameter S is a measure of how well the feature subset is able to discriminate between the two classes. 
It is worth noticing that S is a non-decreasing function with respect to the number of features included in a 
subset. This is the reason why we used S for ranking subsets including the same number of features. Once the 
best subset including k distinct features has been determined using the parameter S (with k ranging from 1 to 12), 
we used once again the SVM classifier for testing the discriminating power of that subset. 
 
4. Experimental results 

In order to ascertain the effectiveness of the proposed approach, two real world datasets involving handwritten 
words have been taken into account, namely RIMES and ELSAG database.  

The RIMES database is a publicly available dataset used for performance evaluation of handwriting 
recognition systems (Grosicki, & 2008). It is composed of French words written by more than 1300 volunteers. 
To validate our algorithm, we extracted 4047 words from the test set and we showed them to 6 human experts. 
For each word, an expert had to classify manually each connected component and provide its transcript. At the 
end of this process, 9869 components were manually classified and transcribed, 5101 of them were cursive and 
4768 isolated characters. 

In the ELSAG database, a set of images representing postal addresses, acquired at 200/300 dpi, was 
processed in order to segment single words. Then, from each word, the connected components of ink traces, 
corresponding to cursive or isolated character, were extracted and described by using the above mentioned 
features. Moreover, in order to evaluate the classification results, each fragmented word image has been shown 
to 10 experts, and they were asked to label each fragment, to produce the ground truth. At the end of this process, 
a dataset of 26143 labeled samples has been obtained, containing 15838 isolated characters and 10305 cursive. 

Feature evaluation based on the univariate measures has been applied to both databases, producing the results 
summarized in Table 3. Similarly, LDA approach produced the results reported in Figure 2, where the 
occurrence of each feature in the optimal subsets selected by LDA is shown. On the basis of these results and 
applying the previously discussed criteria, we obtained for both evaluation approaches, 12 subsets with 
increasing number of features, starting from the one including just 1 feature to that including all the 12 features. 
The effectiveness of each feature subset has been evaluated by implementing a SVM classifier using those 
features and measuring the recognition performance. In particular, we used for the SVMÕs the standard algorithm 
of regularized Support Vector Classification (C-SVC) with a Radial Basis Function kernel. The classification 
results reported in Figure 3 refer to the application of the 10-fold validation approach and show the plot of the 
recognition rate as a function of the number of features. 

The analysis of these results confirms the effectiveness of the considered features, allowing us to obtain a 
maximum recognition rate equal to 92.55% and 93.65% for RIMES and for ELSAG database, respectively. The 
data in the plot show that satisfactory results can be obtained even considering only the top 3 features according 
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to the Borda Count overall ranking: in this case, in fact, a recognition rate of about 90% is obtained for RIMES 
database, while a recognition rate higher than 92% is obtained for ELSAG database. It is worth noticing that the 
results of the Borda Count are comparable, or in some cases better, than those obtained by the LDA. This aspect 
is particularly meaningful since the univariate measures combined by the Borda Count perform the feature 
ranking considering one feature at a time, while LDA performs an exhaustive search considering all the possible 
feature combination, thus implying a very high computational cost. 

Future work will include exploiting the information about the classification reliability. Such kind of 
information would allow the designer of the system the implementation of a reject option for accepting only the 
high reliable classification on the basis of few features, thus limiting the use of more complex and 
computationally expensive feature only to the confused cases. 

 
Table 3: Feature ranking according to the Borda Count overall measure. For each row, the leftmost value 
indicates the best feature , while the rightmost value denotes the worst one.  

!"#$% !" # !$# !%%# !&# !' # !%# !( # !) # !%"# !%*# !+# !, #
$&%'( !" # !$# !%%# !' # !%# !&# !( # !%*# !) # !, # !+# !%"#

 

                 
Figure 2: Occurrence of each feature in the optimal subsets selected by LDA for RIMES database (left) 
and ELSAG database (right). 

 

            
Figure 3: SVM classification results with 10 fold validation on features subsets for RIMES database (left) 
and for ELSAG database (right). 
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Abstract. In this study, we demonstrate the feasibility of predicting hand forces from brain activity recorded 
with scalp electroencephalography (EEG). Three able-bodied subjects participated in two tasks: an isometric 
force production task and a grasp-and-lift task using unconstrained and constrained grasps. We found that 
EEG electrodes spanning central areas of the scalp were highly correlated to force rate trajectories. Moreover, 
EEG grand averages in central sites resembled force rate trajectories as opposed to force trajectories. The 
grasp-and-lif t task resulted in higher decoding accuracies than the isometric force production task: for each 
subject, median accuracies for the isometric force production task were r=0.31 and r=0.43 whereas median 
accuracies for unconstrained grasping were r=0.61 and r=0.54 and for constrained grasping were r=0.55 and 
r=0.59. Such results could lead to an understanding of the neural representation behind the control of hand 
forces and could be implemented in the neural control of closed-loop hand-based neuroprostheses. 

 
1. Introduction  
A key component of manipulating objects with the hand involves controlling the forces exerted by the fingers. 
The hand, with multiple digits, imposes complex calculations throughout the human nervous system in order to 
determine how much force should be ex�H�U�W�H�G�� �R�Q�� �H�D�F�K�� �I�L�Q�J�H�U�� �L�Q�� �R�U�G�H�U�� �W�R�� �V�W�D�E�L�O�L�]�H�� �D�Q�� �R�E�M�H�F�W�¶�V�� �S�R�V�L�W�L�R�Q (Fu & 
Santello, 2014). Forces that are too small can cause an object to slip through the fingers, while forces that are too 
large can cause the object to break. Understanding force control strategies in the human body could be helpful 
for developing control strategies for hand-based neuroprosthetic devices. Current prosthetic devices suffer from 
issues of controlling interaction forces because, unlike hand shaping, finger forces are not easily conveyed 
through visual feedback. Understanding the neural representation of hand control in forces is also essential for 
the development of brain machine interfaces, which can allow a disabled user to control a robotic hand through 
his/her own neural activity. 
 Scalp electroencephalography (EEG) studies have been performed to determine neural correlates of the 
finger force control. Specifically, isometric force production has been found to generate less alpha band (8-13 
Hz) power modulation compared to repetitive hand opening and closing actions (Nakayashiki, Saeki, Takata, 
Hayashi, & Kondo, 2014). In a force tracking task, alpha band power oscillations have been found to be stronger 
in subjects with higher tracking performance, and delta band activity has been found to shift in peak frequency 
depending on the rate of force production (Huang, Su, & Hwang, 2014). Provided that delta band EEG can 
change depending on the rate of force production, it is surmised that delta band EEG may be correlated to force 
production. Our previous work has shown moderate success in reconstructing finger movements from the delta 
band (< 4 Hz) during repetitive finger tapping (Paek, Agashe, & Contreras-Vidal, 2014) and grasping of objects 
(Agashe & Contreras-Vidal, 2011).  Considering that finger movements have been found to be correlated with 
finger force magnitudes (Fu, Zhang, & Santello, 2010), it may be possible to reconstruct forces trajectories 
produced by the hand, as we have done in reconstructing the kinematics of hand movements. 
 In this initial study, we explore the feasibility of using delta band EEG signals to reconstruct digit forces 
during an isometric force production task, and a grasp-and-lift task. We show grand averages of delta band EEG 
in relation to force production, spatial correlations between delta band EEG and generated digit forces, and 
performance in using delta band EEG to reconstruct force trajectories. 
  
2. Methods 
A grip device was instrumented with two force/torque transducers that measured interaction forces from the 
index finger and thumb. This work focused on the normal grip forces exerted on the device. These forces were 
recorded at a rate of 1000 Hz using a National Instruments data acquisition card. EEG signals were recorded 
with 64 channel active electrode caps and sampled at 1000 Hz using BrainAmps DC amplifiers (Brain Products 
GLMB). Surface electromyography (EMG) data was also collected, but will be presented elsewhere. 
 Three able-bodied right-handed subjects participated in two pilot experiments. Figure 1 shows 
photographs of subjects, showing the tasks and instrumentation. In the first experiment, subjects performed 
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isometric grip force production at three distinct magnitudes. �'�X�U�L�Q�J�� �W�K�L�V�� �W�D�V�N���� �W�K�H�� �V�X�E�M�H�F�W�V�¶�� �I�R�U�H�D�U�P�� �U�H�V�W�H�G��
comfortably on a table while the �V�X�E�M�H�F�W�V�¶ digits were placed around the grip device in a pinch gesture. Subjects 
were instructed to observe a computer monitor that displayed two numbers: the first showing the target grip force 
the subject was instructed to exert on the grip device, and the second showing the grip force that was exerted on 
the grip device in real time. The target grip force magnitudes were 5%, 10%, and 15% of the maximum 
voluntary contraction force subjects were able to grip the device. The magnitudes were presented in a 
pseudorandom order for each trial. Throughout the trial, the displayed target grip force magnitude was static and 
subjects were provided 5 seconds to match the target grip force. A 5 second resting period was provided in 
between each trial. About 100 trials for each subject were collected. 
 In the second experiment, subjects were instructed to grasp and lift the grip device. We note that the 
device contained three compartments at the bottom, and a 400 g mass was inserted in the right compartment to 
shift the mass distribution to the right side of the device. This inserted mass generated an external torque of 255 
Nmm, and the total mass of the device including the inserted mass was 790 g. The device was designed so that 
the shift in mass distribution was not visually apparent. This allowed us to study how �W�K�H�� �V�X�E�M�H�F�W�V�¶�� �J�U�D�V�Ss 
compensated for the imbalanced mass distribution through digit placement. This experiment was recorded in two 
blocks that �F�R�U�U�H�V�S�R�Q�G�H�G���W�R���³�F�R�Q�V�W�U�D�L�Q�H�G�´���D�Q�G���³�X�Q�F�R�Q�V�W�U�D�L�Q�H�G�´���J�U�D�V�S�L�Q�J�������,�Q���F�R�Q�V�W�U�D�L�Q�H�G���J�U�D�V�S�Lng, subjects were 
instructed to grasp the device while placing their digits on areas of the �G�H�Y�L�F�H�¶�V�� �V�X�U�I�D�F�H that were visually 
marked with adhesive tape.  In unconstrained grasping, subjects were free to place their digits on any location 
while grasping the device. 50 trials of constrained and unconstrained grasps were performed, with each trial 
lasting 8 seconds. Rest periods of about 6 seconds were provided in between each trial. 
 

 
 
 Force trajectories and EEG signals were synchronized with recorded event markers and resampled 
through decimation to 250 Hz. Force recordings were low pass filtered at 1 Hz with a zero-phase 8th order 
Butterworth filter. Force trajectories were transformed into their derivative as it was found to yield higher 
correlations between delta band EEG and forces. EEG signals were high pass filtered at 0.1 Hz and low pass 
filtered at 1 Hz with zero-phase 8th order Butterworth filters. Data from peripheral sensors (corresponding to the 
10-20 montage: Fp1, AF7, F7, FT7, T7, TP7, P7, PO7, Fp2, AF8, F8, FT8, T8, TP8, P8, PO8) were removed as 
they were mostly affected by artifacts from eye movements and facial muscles. To further reduce common noise 
across all sensors, common average referencing was applied. The synchronized data were segmented based on 
the lengths of the trials. Grand averages of the delta band EEG activity and grip force trajectories were generated 
across trials for each of the 3 magnitudes instructed during isometric force production task, and for each of the 
conditions in the grasp-and-lift task. To assess EEG sensors that were correlated to the grip force trajectories, 
coefficients of determination were calculated between the delta band EEG and grip force rate trajectories on a 
trial-by-trial basis. The 5 most correlated EEG sensors were used to reconstruct the force trajectories. These 
reconstructions were performed using a linear model with temporal lags in the past (i.e., a Wiener filter): 
 

�(�ñ�:�P�; 
L � Ã � Ã�I �Ü�Þ�5�Ü�:� P 
 F � ì�Þ�;
�Å�@�5�5
�Þ

�Ç�@�9
�Ü 
 E � I�4     (1) 

 
�)�¶���W����is the force rate at time t, Si(t �± tk) is the delta band EEG amplitude at time t �± �2k from the ith sensor.  N=5 
EEG sensors are used and L=11 temporal lags from the past up to 200 ms in 20 ms increments was used.  The 
linear model coefficients mik and m0 were generated through the MATLAB glmfit functions. The linear model 
was trained and tested through 10-fold cross validation. To measure accuracy, the Pearson correlation coefficient 
between reconstructed and observed trajectories was calculated. To demonstrate that high accuracies cannot be 
obtained from random data that have similar spectral properties to the delta band EEG, this process was repeated 
where the �G�H�O�W�D���E�D�Q�G���(�(�*���V�L�J�Q�D�O�V�¶ angular phase was randomized for each sensor and trial. 
 
 

Figure 1.  Photographs of the subjects 
participating in the pilot experiments.  
For the isometric force production task 
(A), a monitor displayed the target force 
�D�Q�G���W�K�H���I�R�U�F�H���H�[�H�U�W�H�G���E�\���W�K�H���V�X�E�M�H�F�W�¶�V��grip. 
For the grasp-and-lift task (B), subjects 
grasped and lifted the imbalanced grip 
device with unconstrained or constrained 
grasps. Shown are the grip device, the 
scalp EEG cap, and the applied surface 
EMG sensors. 
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3. Results 
Figure 2A-B shows the distribution of sensors on the scalp that were found to be maximally correlated to the 
force rate trajectories in the isometric force production task and the grasp-and-lift task. For subjects 2 and 3, 
central areas of the scalp contained localized areas with highly correlated neural activity. Particularly for subject 
3, the neural activity over central areas contralateral to the hand was highly correlated with force rates. For 
subject 1 however, such a localized distribution with high correlations was not found.  
 In figures 2C and 2D, grand averages of the force and force rate trajectories are shown respectively for 
subjects 2 and 3 for the different tasks. Figure 2C shows the 3 discrete forces that subjects were instructed to 
exert during the isometric force production task. Peak force rates increased as subjects exerted larger forces. The 
grand average of sensor C1, one of the most correlated EEG sensors, shows an early negative deflection, 
followed by a late positive deflection. The early negative deflection appears to be synchronized to the early 
positive deflection found in the force rates.  However the late positive deflection found in EEG does not appear 
to correlate well with the period of static forces. Sensor C3 did not yield consistent trajectories across the three 
instructed grip force magnitudes. In figure 2D, subject 3�¶�V���J�U�D�Q�G���D�Y�H�U�D�J�H���I�R�U�F�H���U�D�W�H���W�U�D�F�H�V���I�R�U���E�R�W�K���X�Q�F�R�Q�V�W�U�D�Lned 
and constrained grasp start with an initial positive deflection followed by a late negative deflection. They 
coincide well with the grip and release of the grip device. Regarding delta band EEG traces, both C1 and C3 
sensors have early negative and late positive deflections that coincide to those found in the force rate trajectories. 
 Figure 3A shows representative examples of force rate trajectory reconstruction using delta band EEG 
signals.  While some deflections in the predicted trajectories appear to coincide with those found in the observed 
trajectories, deflections are also present in predicted trajectories when none are apparent in the observed 
trajectories. Figure 3B shows the distribution of decoding accuracies that was measured with the Pearson 
correlation coefficient between reconstructed and observed trajectories. Median accuracies for isometric force 
production for subjects 1 and 2 were respectively r=0.31 and r=0.43. Median accuracies for unconstrained 
grasping for subjects 1 and 3 were r=0.61 and r=0.54.  Median accuracies for constrained grasping for subjects 1 
and 3 were respectively r=0.55 and r=0.59. Attempts at reconstructing force trajectories with phase randomized 
EEG signals yielded accuracies that were close to r=0. 
 

 
Figure 2 . (A) The EEG sensors involved in the study.  The circled sensors corresponds to the grand averages 
shown in (C) and (D). (B) Topographic map showing areas of the scalp that correlate to the force rate 
trajectories.   Lighter colors indicate higher correlations.  (C) and (D) Grand average force, force rate, and C1 
and C3 EEG sensors traces respectively for isometric force production and grasp-and-lift tasks. 
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Figure 3. (A) Representative examples of observed and predicted force rate trajectories generated from 
the decoding of EEG signals.  Black and gray traces respectively correspond to observed and predicted force 
rates. Amplitudes are standardized based on mean and standard deviation. (B) Reconstruction accuracies 
across all subjects and tasks.  Black and gray boxplots respectively correspond to reconstructions from EEG 
where the original phase was used and EEG where the phase was randomized for each sensor and trial. 
 
4. Discussion 
We demonstrate the feasibility of reconstructing the first derivative of digit forces exerted on a grip device. As 
shown in reconstructions with EEG signals that were modified by phase randomization, the phase of the EEG 
features is critical in yielding high accuracies and also demonstrates that the presented decoding methods cannot 
artificially yield high accuracies with random data. Interestingly, we found that reconstructing force rates during 
the grasp-and-lift task yielded higher accuracies than those from the isometric force production task. This may be 
related to the grand averages observed in force rate trajectories and EEG signal. In both experimental tasks, a 
late positive deflection is observed in EEG signals. This deflection does not correlate well in the isometric force 
production task during the period with static forces, and thus presented itself with a nonlinearity that provided 
difficulties in constructing a linear model. We also note that for isometric force production, subject 2 yielded 
higher accuracies than subject 1. This may coincide with the finding that subject 2 contained EEG sensors with 
larger correlations to forces than subject 1. Why subject 1 yielded high decoding accuracies for the grasp-and-lift 
task despite having generally low correlations between delta band EEG and forces remains unexplained. 
 As we have mapped areas of the brain related to the commanded forces of the hand, it may be feasible 
that the methods presented herein could be used to extract motor commands from EEG for hand-based 
neuroprostheses. Based on our preliminary findings with the two experiments, our methods may be more suitable 
for natural opening and closing of the hand-like prosthesis during object grasping as opposed to producing static 
forces. Yet we also observe that the grand average of the neural activity from the central area is similar for both 
of the experimental tasks. A neural signature that distinguishes isometric force production from grasp and lift 
remains to be found, and would be desirable to further the robustness in neuroprosthetic hand control.  Further 
work will also confirm if the neural signatures found here are consistent with more subjects. 
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Abstract. Some research on written production has focused on the role of the syllable as a processing unit. 
However, the precise nature of this syllable unit has yet to be elucidated. The present study examined whether 
the nature of this processing unit is orthographic (i.e., the ortho-syllable) or phonological. Thirty-two native 
French speakers were asked to copy adjectives on a digitizer, successively adding a plural and a feminine 
one-letter morpheme to the same adjective. The adjective agreement could modify the structure of both 
phonological and orthographic syllables, only ortho-syllabic structure, or leave both unchanged. When the 
change modified only the orthographic syllable structure, there was an increase in duration at the letter before 
the syllable boundary. By contrast, when adding a letter changed both orthographic and phonological 
structures, an increase in the duration of the inter-letter interval was observed. Importantly, the increase in 
duration cannot be explained exclusively by the addition of a letter because the addition of a plural inflection 
did not significantly influence the dynamics of handwritten production. These results are consistent with the 
idea that ortho-syllables serve as a processing unit during handwriting, and that this type of syllable is specific 
to the written code.  
 

 
1. Introduction   

Although many studies have investigated the nature of the units involved in processing during language 
activities, very few have examined the nature and format of the units that are involved in the production of 
written words specifically. Some recent research suggests that the syllable may be one such processing unit. 
Research on handwriting dynamics in adults has revealed that word writing is regulated by syllable structure 
(çlvarez et al., 2009; Kandel et al., 2006; Kandel et al., 2011; Lambert et al., 2008; Sausset et al., 2012). Kandel 
et al. (2006) provided evidence that syllable boundaries within words modulate the timing of motor 
programming in the production of French and Spanish words. Movement durations Ð i.e., inter-letter intervals, 
such as the time period between the letters a and c in the French words traceur (ÒtracerÓ) and tractus (Ò tractusÓ) 
Ð are longer when the two letters occur at a syllable boundary (e.g., tra.ceur: syllable boundaries are indicated by 
a dot hereinafter) than when they belong to the same syllable (e.g., trac.tus). Similar syllable boundary effects 
have been found in word dictation and picture-naming tasks (çlvarez et al., 2009), and with keystroke intervals 
when typing in French (Zesiger et al., 1994), English (Kreiner, et al., 2008), Finnish (Service & Turpeinen, 
2001), and German (Weingarten, et al., 2004). The impact of syllables on the dynamics of word writing has also 
been demonstrated by in analyses of writing latency (Lambert et al., 2008).  

Although there is now a relative consensus on the role of the syllable in handwriting, the precise nature of 
this unit is still under debate. One view is that it is equivalent to the spoken syllable. This idea comes from 
phonological mediation view, according to which orthographic representations can only be accessed via prior 
retrieval of sound-based codes (Luria, 1970). According to this view, the processing units involved in the 
production of written syllables are the same as those involved in speech: letter chunks correspond to 
(phonological) syllables (Chetail & Mathey, 2010). An alternative approach suggests that written language 
production is relatively autonomous with respect to speech (Bonin, et al., 2001; Ward & Romani, 2000), and that 
the processing units involved in written language production do not derive exclusively from oral language.  

Neuropsychologists were the first to introduce the concept of a unit which is similar to the syllable used 
in speech, but which based on graphemes, not phonemes: namely, the ortho-syllable (Caramazza & Miceli, 1990; 
Ward & Romani, 2000). In French, a mute e may affect the orthographic syllabification of a word and increase 
the number of syllables in the written form in comparison to speech segmentation. For example, the word samedi 
(ÒSaturdayÓ) is a bi-syllable in speech (/sam.di/) but a three-syllable word in written language (sa.me.di). It thus 
provides a useful means for distinguishing between phonological and orthographic syllables. In this context, 
Lambert et al. (in press) asked French adults to copy three-syllable and two-syllable words with or without a 
mute e on a digitizer . In Experiment 1, the presence of a mute e in final position (e.g., culture vs. couloir vs. 
cabinet) increased writing latencies. In Experiment 2, which compared words with or without an internal mute e 
(saletŽ vs. citron vs. salami), latencies for three-syllable words (i.e., salami) did not differ from those for two-
syllable words containing a schwa (i.e., saletŽ). However, writing latencies in these two conditions were longer 
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than for two-syllable words (i.e., citron). The results of the two experiments argue strongly in favour of a 
processing unit which is specific to written production, based on graphemic units rather than on phonological 
components such as spoken syllables. 

Although they are very important, the results of Lambert et al. (in press) leave open the possibility that 
the activation of phonological representations is responsible for this effect. When processing words with an 
internal schwa (e.g., saletŽ) the participants might have first activated the phonological nucleus of the syllable 
(i.e., the mute e), which explains why such words are not processed differently from three-syllable words.  

We thus sought to gather further evidence on the existence of orthosyllables in a new experiment. We 
asked undergraduate students to perform a copying task, in which they had to copy French adjectives on a 
digitizer. Their singular masculine form was presented on a computer screen (e.g., noir, ÒblackÓ). Participants 
had to copy them first exactly and then with the addition, successively, of a plural and a feminine morpheme to 
the same adjective (e.g., noir Ð noirs Ð noire). Three different types of adjectives were used. In the first 
condition, feminine agreement did not modify the phonological or the orthographic syllable (e.g., bleu¿ Ð bleus Ð 
bleue). In the second condition, feminine agreement changed the orthographic structure of the syllable but not 
the phonological structure (e.g., noir Ð noirs Ð noire). And finally, in the third condition, feminine agreement 
changed both the phonological and the orthographic structure of the syllable (e.g., vert¿ Ð verts Ð verte). Note 
that in all three conditions, plural agreement requires the addition of a final -s but does not modify the 
phonological or orthographic structure of the syllable. Comparison of these three conditions will shed light on 
the type of unit (phonological syllable vs. orthosyllable) that is activated when handwriting.  

 
2. Method 

  2.1 Participants.  Thirty-two undergraduate students participated in the experiment. They were all 
native French speakers with normal or corrected-to-normal vision. 

 2.2 Material. The corpus consisted of a total of 36 adjectives that were divided into three conditions: 1) 
Feminine agreement did not change the syllabic structure of the adjective: e.g., BLEU /blE/ vs. BLEUE / blE /. 
2) Feminine agreement changed the orthographic structure of the syllable only (e.g., NOIR  /nwaR/ vs. NOI.RE 
/nwaR/. 3). Feminine agreement changed both the phonological and orthographic structure of the syllable e.g., 
VERT /v•R/ vs. VER.TE /v•R.t/. 

 2.3 Procedure. The experiment was run on a PC computer with a Wacom Intuos ̈4 digitizer. Data 
were collected using the real time analysis software Eye and Pen© (Alamargot, et al., 2006). The adjective (in 
singular - masculine) appeared at the center of the screen, and the participants had to copy it in uppercase letters 
four times in a row (see Figure 1): 1) singular - masculine, 2) singular - feminine, 3) singular - masculine, 4) 
plural - masculine. All the conditions were counterbalanced across participants. Only the second, third and fourth 
copies were analyzed. 

 
 

 
Figure 1. Each adjective was written four times: two times in masculine singular form, once in feminine singular 
form, and once in masculine plural form. The duration of the letter preceding (N-1) and following (N+1) the 
syllable boundary was analyzed, as well as the inter-letter interval (ILI) 

 
2.4 Data analysis. Data were analyzed using a linear mixed-effect model with two fixed-effect factors 

(condition and type of agreement) and two random-effect factors (items and participants) for each dependent 
variable: letter duration before the syllabic boundary (N-1 duration), letter duration after the syllabic boundary 
(N+1 duration), and inter-letter interval (ILI). 
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3. Results and Discussion. 

 
Table 1.  Mean N-1 and N+1 durations and inter-letter interval (in ms) 
 

Condition Dependent 
variable 

Masculine Feminine Plural 

No change N-1 duration 393 (138) 386 (153) 394 (146) 
N+1 duration 350 (194) 352 (191) 347 (176) 

ILI  144 (78) 154 (86) 152 (78) 
Orthographic 

change 
N-1 duration 295 (142) 317 (171) 299 (150) 
N+1 duration 399 (159) 378 (135) 392 (140) 

ILI  149 (72) 157 (71) 153 (65) 
Orthographic and 

phonological 
change 

N-1 duration 367 (138) 361 (153) 367 (146) 
N+1 duration 378 (122) 368 (85) 374 (93) 

ILI  147 (71) 168 (87) 152 (77) 
 
In the condition with no change (Condition 1) there was no effect of the type of agreement (singular vs. 

masculine, feminine, plural) on the duration of the letter preceding the boundary, F(2, 2461) = 1.19, p = .31, the 
letter following the boundary, F(2, 2461) = 0.27, p = .76, or the ILI, F(2, 2461) = 1.27, p = .28. 

In the condition with orthographic change only (Condition 2) there was no effect of the type of agreement 
on the ILI, F(2, 2461) = 0.97, p = .38, or on the letter following the boundary, F(2, 2461) = 1.17, p = .31. 
However, there was a significant effect of type of agreement on the letter preceding the boundary, 
F(2, 2461) = 3.44, p = .032. The mean production time of the letter preceding the boundary was longer when 
writing feminine adjectives (NOI .RE) than masculine adjectives (NOI .R), t(2461) = 2.42, p = .016, and plural 
adjectives, (NOI .RS), t(2461) = 2,10, p = .036. The two last conditions did not differ from each other, 
t(2461) = 0.31, p = .75. 

In the condition with both phonological and orthographic change (Condition 3) there was no effect of the 
type of agreement on the letter preceding the boundary, F(2, 2461) = 0.04, p = .97, or on the letter following the 
boundary, F(2, 2461) = 0.78, p = .46. However, although there was also no significant effect of type of 
agreement on the ILI, F(2, 2461) = 2.13, p < .12, ILI s at the critical boundaries were longer for feminine 
adjectives (VER/TE) than for masculine adjectives (VER/T), t(2461) = 2.00, p = .045, or plural adjectives 
(VER/TS), t(2461) = 1.97, p = .051. The two last conditions did not differ from each other, t(2461) = 0.56, 
p = .57.  

These results show that the impact of feminine agreement, with its addition of a mute e, on the dynamics 
of the handwritten production of adjectives depends on the type of syllabic modification created by letter 
addition. When the addition of a mute e changed only the orthographic syllable structure Ð NOIR vs. NOI.RE Ð 
there was an increase in duration at the letter before the syllable boundary. By contrast, when adding a letter 
changed both the orthographic and phonological structures Ð VERT /v•R/ vs. VER.TE /v•R.t/ Ð an increase in 
the duration of the inter-letter interval was observed. Finally, when adding a letter did not change the syllabic 
structure Ð BLEU / BLEUE Ð there was no effect of agreement. Importantly, the increase in duration cannot be 
explained simply by the addition of a letter, because the addition of a plural inflection did not significantly 
influence the dynamics of handwritten production: the difference between the masculine singular and masculine 
plural was never significant despite the addition of the plural marker Ðs. It is also important to note that the 
results are not related to letter differences (in terms of frequency or number of strokes for example): the letters 
compared were always exactly the same (eg. NOI.R / NOI.RE / NOI.RS).   

These results are consistent with the idea that the ortho-syllable serves as a processing unit during 
handwriting, and that this type of syllable is specific to the written code. If the dynamics of handwriting were 
influenced by phonological representations, then we should have observed an impact of the addition of the 
feminine only when it modified the phonological syllable. To the contrary, our results show that the effect of the 
addition of the feminine is also significant when it affects only the orthographic syllable structure of the words. 
Thus, the modification of the syllabic structure by the addition of a feminine marker occurs at the orthographic 
level rather than at the phonological level.  

Importantly, the addition of feminine agreement influenced handwriting dynamics at different points of 
word production. The effect occurs earlier when only orthographic structure is modified than when both 
orthographic and phonological structures are modified. This result might be explained by the greater complexity 
of the modification of the syllabic structure in the latter condition. This process is more complex and might 
therefore not be managed as early in processing. The modification of the syllabic structure involved in the 
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orthographic condition might be easier to process and thus be managed during the production of the letter 
preceding the boundary rather than afterward. More research is needed to further explore this issue.  

The influence of phonological representations on written word writing is highly debated. According to the 
phonological mediation hypothesis (Luria, 1970), the activation of orthographic representations requires the 
activation of phonological representations. Evidence for such mediation has been found with a cross-modal 
repetition priming task: Participants were shown to systematically activate phonological representations (Damian 
et al., 2011). According to the orthographic autonomy hypothesis (Rapp et al., 1997), on the other hand, 
orthographic codes are activated directly from meaning, although phonological codes can also be activated in 
parallel. Our results are consistent with the existence of the ortho-syllable, and therefore favor the orthographic 
autonomy hypothesis. If orthographic processing occurs at least partly independently of phonological 
constraints, then this shows that orthographic codes can be activated directly from meaning. Further research is 
needed to establish a more precise model of the role of the ortho-syllable in handwriting. 
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Abstract. Indic scripts are among few scripts in the world that have had continuous development for more 
than two millennia. The modern forms of the scripts are the result of infinitesimal changes in handwriting 
being accumulated over centuries. They present us with a unique opportunity to understand various changes 
occurring in handwriting behavior. We have taken four major Indic scripts in six different stages of evolution 
and extracted features quantifying their handwriting behavior. We have derived these features by applying the 
principles of handwriting production and gesture analysis on a paleographic data set. We present various 
trends and behaviors that occurred during script development and discuss our interpretation of the results in 
terms of evolution of handwriting behavior. We then briefly discuss the detailed analyses that will be 
performed on the dataset in the future. We also consider the applications of these results in digital 
paleography and handwriting-driven systems.  

 
1. Introduction  
The myriad of modern Indian scripts that exist today were all derived from the same source script i.e. Brahmi. 
There have been several competing theories about the origins of Brahmi itself, but the general consensus is that it 
was largely inspired or derived from the Aramaic script (Salomon, 1998). Probably due to partial constructed 
nature, the initial shape of the Brahmi script was largely geometrical, but it has given rise to a wide variety of 
scripts over time due to inherent variations in human handwriting. Indic scripts are among the few script families 
around the world that have existed as a continuum for several centuries. Hence, for any Indic script, we can 
derive �D�Q�� �³�D�O�P�R�V�W�´�� �O�L�Q�H�D�U�� �H�Y�R�O�X�W�L�R�Qary line from Brahmi. Therefore, we have a unique opportunity to analyze 
script developments in terms of changes in handwriting behavior. We can investigate how the different 
handwriting features have evolved in terms of handwriting production and visual appearance. This will also 
enable us to understand the variations in handwriting that occur due to the complex interplay of different 
features. 
 
2. Data Set 
To obtain a comprehensive view of the script development process we have taken four major scripts belonging to 
the Brahmic family �± Devanagari, Tamil, Kannada and Grantha. These scripts represent most of the important 
Brahmic scripts in India. We consider the scripts in six stages of evolution. A single stage of a script can be 
considered to represent ~300 years covering ~1800 years of development.  It is to be noted that the scripts 
themselves show large geographical and scribal variations even over the same time period. Ojha (1959) had 
presented the development of the scripts by normalizing the shapes, which is utilized by us. However, some 
characters have had fewer distinct variations compared to others. In such cases we have normalized the number 
of characters in each script by carrying over the stabilized characters to subsequent developments. We have also 
considered only glyphs that have had consistent development from Brahmi and ignored secondary developments 
that have occurred later (such as characters getting derived from other characters using diacritical signs). 
Grantha, Devanagari and Kannada have ~40 characters each in their repertoire while Tamil has ~20 characters. 
In total, we have 20 (4 !  5) distinct stages consisting of ~730 distinct glyphs with Brahmi as the source script. 
(All four scripts share Brahmi as their initial form.) 
 

 
 

Figure 1 . Devanagari Character KA in six different stages of development (Ojha, 1959) 
 
3. Data Extraction 
The scripts were digitized using the script analysis framework that was proposed in Rajan (2014a). Characters 
were first converted into splines, followed by reconstruction of their trajectories and then finally decomposed 
into their respective strokes. At the end of the process we had the stroke structure of the characters digitized and 
ready for feature extraction. Rajan (2014b) also proposed a set of objective features that quantify various aspects 
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of handwriting. From this normalized stroke structure we extract two types of features, geometric features and 
production features, which were used for subsequent quantitative analyses. The geometric features consisted of 9 
different features based on the static shape of characters and the production features consisted of 12 different 
features based on the written trajectories. 
 

   
  
 Figure 2. Script Repository    Figure 3. Digitized Character 

 

 
 

Figure 4.  Decomposed Character 
 
4. Trends in Features 
 

 

 
 

Figure 5.  Trends in geometric features 
 

 Figure 5 shows the general trend in the averages of various geometric features of scripts across the 
timescale of development. We can see that the size and length of the glyphs steadily increased over time. Also, 
the LBIndex (the ratio of width & length) indicates that the glyphs were becoming more and more wide. The 
outline shapes of the glyphs approached an ideal geometric shape as noted by the increase in circularity and 
rectangularity. This may be ascribed to the latent human nature to idealize the overall glyph outlines into 
symmetric shapes. In terms of pen positions, divergence (the difference between starting and ending position of 
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the pen) increased over time. This appears to be a consequence of a corresponding increase in length of 
characters. As a result, it would take more effort to maintain the starting and ending positions of the writing 
instrument near each other. With respective to total length, however the pen positions became closer as shown by 
the decrease in openness (the ratio of divergence to length). Compactness (the ratio of length and area) also 
appears to have dropped significantly. Brahmi had more strokes constricted into the same area with scribes 
further spreading out the strokes. In terms of curvature, the latent trend is towards highly curved glyphs. This is 
understandable, as it has been suggested that it is easier for humans to produce curved segments as compared to 
straight lines (Altmann et al., 2008),  because the latter requires more effort.  
 To summarize, in terms of the geometric appearance, the general trend appears to be �W�R�Z�D�U�G�V�� �³long� ,́ 
�³large� ,́ �³symmetric� ,́ �³divergent� ,́ �³wide� ,́ �³curved� ,́ �³closed�´���D�Q�G���³loose�´���J�O�\�S�K�V���� 
 

 

 
 

Figure 6. Trends in production features 
 
 Figure 6 shows the general trends for the production features. The split in pen count is due to the fact 
that Devanagari and Kannada developed an additional pen stroke uniformly in all characters. If this is factored 
in, all the scripts have maintained their characters as effectively requiring a single pen stroke. The average 
disjoint count (strokes with sharp velocity break during handwriting production), though seen to be increasing, 
apparently bounds itself, fluctuating between 3.5 and 4.5. This is slightly higher than the proposed average 
stroke count of three by Changizi et al. (2005). There also seems to be some fluctuation in retraces but at the end 
it averages to one retrace per character. In terms of the length of upstrokes and downstrokes, it again shows a 
uniform increase as one would expect based on the increase in the length and size of the characters in Figure 5. 
Also, Brahmi starts with very low stroke changeability but as scripts developed it increased. This appears to 
contradict the initial diversification of scripts. (Changeability here refers to the ratio of up and down strokes and 
hence implies changes in glyphs occurring due to the instability of fundamental strokes, since up strokes are less 
stable than down strokes (Teulings et al., 1993)). We can assume that such instability effectively contributed the 
least (if at all) to the diversification, with other factors probably contributing more. Entropy of writing is also 
shown to be increasing but tending to reach a limit ultimately. In terms of stroke features, length of basic strokes 
fell initially and then showed a slow growth. In terms of complex strokes (major strokes), there is a more or less 
uniform increase. In terms of stroke angles, there seem to be a general increase in angles with both the mean and 
the sum corresponding to the increase in disfluency. 
 In Figure 5 and Figure 6 we can see that many features show lo�J�D�U�L�W�K�P�L�F���R�U���³�Q�H�D�U�´���O�R�J�D�U�L�W�K�P�L�F growth 
with compactness and openness showing a negative logarithmic growth. Most of these are major features that 
define handwriting behavior. This shows that characters after an initial period of diversification began to 
stabilize slowly. Explicit logarithmic growth is seen in cognitively related features like disfluency and entropy, 
which we consider as significant.  
 One would expect that humans tend to reduce disfluency to increase writing speed but on a large scale it 
appears not to be the case. Writing appears to have gathered more disfluency, more disjoint strokes and a 
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corresponding increase in entropy. As discussed earlier, in terms of static features, characters have also gained 
length and size as time progressed. It also points to the fact that characters show a logarithmic increase in 
complexity in terms of production and appearance, which is counter-intuitive. Our interpretation is that this is 
�G�X�H�� �W�R�� �³information�´�� �E�H�L�Q�J��continuously added albeit in minute amounts in terms of production and static 
appearance. In the end this resulted in complex glyphs that had resulted from what started out as simple 
geometric figures.  But the logarithmic profile of many features points to the fact that the rate of new information 
being injected into the characters slows down after some time and scripts tend towards stability.  
 
5. Diversifying Features 
Discriminant analysis is a frequently used multivariate statistical technique to find aggregate variables that best 
discriminate groups in a given set of data. This technique when applied to the entire script development data 
results in discriminants that identify/label characters as belonging to a particular script. These discriminants can 
be interpreted as the major factors on the basis of which different scripts are identified and differentiated. 
Consequently, in terms of script development these can be further elaborated as the factors, which caused 
diversification. The analysis was performed separately with geometric and production features.  
 

Table 1.  Coefficients of geometric linear discriminants 
 

Features LDG
1 LDG

2 
Length -0.00059865341 0.007731254 
Size 0.00009528834 -0.000115424 
LBIndex 1.28843838989 0.186680755 
Circularity -3.48149787949 8.526610933 
Rectangularity 8.27051387586 -14.373985382 
Divergence -0.00159561490 0.008506504 
Openness -0.06621315085 0.124090255 
Avg. Curvature 9.73404814509 -27.513799916 
Compactness 34.75293555964 -30.978259631 

 
 With geometric features, we find that the first two linear discriminants - LDG

1 and LDG
2 - contribute up 

to ~85% of the discriminatory power. LDG
1 discriminates scripts using mostly compactness with minor 

contributions from average curvature and rectangularity. LDG
2 on the other hand discriminates based on nearly 

equal contribution from average curvature and compactness and significant contribution from rectangularity and 
circularity. It follows that scripts have diversified based on the following major geometric features - 
compactness, average curvature, circularity and rectangularity. Character�V�¶ curvature and their shape outlines 
have together played a major role in diversification. However, the fact that compactness has turned out to be a 
major factor that determines a script is rather surprising. If we consider compactness as related to the 
arrangement of strokes in a character, it is indeed one of the diversifying factors during script development.  
 

 Table 2.  Coefficients of productive linear discriminants 
 

Features LDP
1 LPP

2 
Pen Count 0.0739570676 -1.2215776695 
Disjoint Count -0.4456953605 -0.2275291566 
Retrace Count -0.2803731156 -0.1119661255 
Disfluency 0.0325610130 0.0350712045 
Up Strokes 0.0066029962 -0.0001094251 
Down Strokes 0.0035771170 -0.0018496560 
Changeability 0.0785589768 -0.1844057565 
Entropy -0.3723920326 -0.7759867001 
Sum of Disjoint Angles 0.0043322933 0.0084563084 
Mean of Disjoint Angles 0.0019477094 -0.0061158837 
Mean of Fundamental Stroke Lengths -0.0047329371 0.0035754377 
Mean of Major Strokes Lengths -0.0000481335 0.0003249647 

 
 With production features, we find that the first two linear discriminants �± LDP

1 and LDP
2 �± contribute up 

to ~72% of the discriminatory power. Though this is not very high compared to the geometric features, it is still 
a reasonable amount of cumulative discrimination. LDP

1 classifies characters mainly based on entropy, retrace 
count and disjoint count with minor contributions from pen count and changeability. LDP

2 classifies mostly 
based on entropy and pen count with significant contributions from disjoint count and retrace count. With 
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production characteristics, scripts have diversified mostly based on entropy of writing and the number of major 
strokes in characters contained in a script. 
 
6. Spread of Variations in Characters  

 
 
Figur e 7. Plot of PC1 vs PC4 for scripts in all 6 stages of development. The labels for the data points refer to the 

Unicode name of the characters.  
 

 In section 4, we discussed the general trends in various features of scripts during the script development 
process. In this section, we analyze the individual character variations that occurred. The original feature set 
consisting of 9+12 features is too large for individual character-wise analysis. Hence, we proceeded to perform 
Principal Component Analysis (PCA), which reduced the feature set and also resulted in descriptive aggregate 
features. 

 
Table 3.  Loadings of Principal Components 

  
Features  PC1 PC2 PC3 PC4 
Length -0.476 0.183  0.449 
Size -0.324 0.493 -0.300 0.171 
LBIndex -0.244 0.253 0.299  
Circularity -0.478 -0.245 0.274 -0.246 
Rectangularity -0.463 -0.269 0.348 -0.237 
Divergence  0.485 0.512 0.230 
Openness 0.350 0.256 0.526 -0.139 
Avg. Curvature -0.204 0.261 -0.131 -0.473 
Compactness  -0.399 0.244 0.597 

 
 Table 3 shows the first four principal components derived by applying PCA to geometric features in the 
dataset. The shown principal components account for nearly 78% of all variance in the dataset and hence are 
sufficient to abstract the multivariate dataset. PC1 is a comparison between openness and mainly circularity, 
rectangularity, and length. �&�K�D�U�D�F�W�H�U�V�� �W�K�D�W�� �D�U�H�� �³open� ,́ �³short�  ́ and �³asymmetric�´��have positive scores, while 
�³�F�O�R�V�H�G�´, �³�O�R�Q�J�´��and �³�V�\�P�P�H�W�U�L�F�´ characters will have large negative scores. PC2 compares compactness, 
circularity and rectangularity with mostly size and divergence. Characters with negative PC2 scores are 
�W�\�S�L�F�D�O�O�\�� �³compact�´�� �D�Q�G�� �Y�H�U�\�� �³symmetric� .́ P�R�V�L�W�L�Y�H�� �V�F�R�U�H�V�� �L�Q�G�L�F�D�W�H�� �F�K�D�U�D�F�W�H�U�V�� �W�K�D�W�� �D�U�H�� �³large�´�� �³loose�´��
�³divergent�´�� For PC3, high negative scores indicate �³large�´�� �D�Q�G�� �K�Lghly  
�³curved�  ́characters. For PC4, large negative scores point to highly �³curved�  ́and �³symmetric�´�� �F�K�D�U�D�F�W�H�U�V with 
positive scores pointing to characters that lack those characteristics.  
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 We specifically discuss the plots of PC1 vs PC4 for illustration. It can be clearly seen from Figure 7 that 
Brahmi characters had very similar geometric profiles initially (evident by the crowded overlap of characters). 
But as time passed by, the characters did diverge significantly as discussed earlier. Here we can see a particular 
pattern in the diversification process. In Brahmi, the characters are primarily around the first and fourth quadrant 
boundary. �7�K�H�� �F�K�D�U�D�F�W�H�U�V�� �D�U�H�� �M�X�V�W�� �³open�´�� �³short�´�� �D�Q�G�� �³asymmetric�  ́During the second stage of diversification 
characters gain mo�U�H���³symmetry�´���³closure�´��and �³length�  ́moving towards other quadrants but mostly dispersing 
towards the first and third quadrants with ultimately many of the characters moving into the second and third 
�T�X�D�G�U�D�Q�W�V�� �W�K�X�V�� �J�D�L�Q�L�Q�J�� �³curved symmetry�´�� �D�O�R�Q�J�� �Z�L�W�K�� �³lengthy closure�´�� We can clearly see the interplay of 
features that cause the variations.  
 Other principal components were also compared to derive information on other aspects of variations 
that occurred. We performed similar analysis on the production features.  
 
6. Future Work 
The nature of distribution of features and their corresponding changes are very interesting phenomena, which 
needs to be analyzed. The influence of usage frequency on character properties is also to be studied in detail. We 
are currently analyzing the change in stroke inventory and their impacts on character self-similarity within the 
scripts. We also plan to extract specific feature sets that have produced fairly stable characters. The very 
important interaction between the geometric and production features behavior is to be studied in the future.  
 
7. Applications 
Paleography has mostly been a subjective field. The quantitative techniques and feature sets used by us 
contribute towards a more objective and quantitative paleographic analysis. Although, the results presented here 
are specific to Indic scripts, the techniques can be duplicated and expanded for other kinds of paleographic 
scripts. Findings from paleography can also be applied to Human-Computer Interaction. If Brahmi is considered 
�D�V���D�Q���D�U�F�K�H�W�\�S�L�F�D�O���³�F�R�Q�V�W�U�X�F�W�H�G�´���V�H�W�����P�D�Q�\���R�I���W�K�H���U�H�V�X�O�W�V���S�U�H�V�H�Q�W�H�G���K�H�U�H�����D�Q�G���W�K�H���U�H�V�X�O�W�V���R�I���R�X�U���I�X�W�X�U�H���Z�R�U�N�����F�D�Q��
�E�H�� �X�V�H�G�� �W�R�� �F�R�Q�V�W�U�X�F�W�� �³�R�S�W�L�P�D�O�´�� �J�H�V�W�X�U�H�� �V�H�W�V���� �/�H�D�U�Q�L�Q�J�� �I�U�R�P��such paleographic patterns and behavior, we can 
attempt to construct gesture sets that are natural, easy to use and stable.  
 
7. Conclusion 
We have presented our initial quantitative analysis of the development of Indic scripts using Devanagari, 
Kannada, Tamil and Grantha as archetypes. We have presented the general trends in handwriting that occurred 
during script development and our analysis and interpretation of those trends.  We also found the major features 
on the basis of which the scripts diversified over the years. Additionally, we analyzed the variations acquired by 
individual characters using aggregate features. We briefly discussed future work and possible practical 
applications of this analysis in the fields of Digital Paleography and HCI. 
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Abstract.  We propose an algorithm based on a model of visual perception that is meant to reflect the human 
judgment about the similarity of handwritten samples. The algorithm builds upon the Fuzzy Feature Contrast 
model and proposes an implementation of such a model in the domain of handwriting.!"#$!%&'()*+#,!#%-!.$$/!
0%&*1%+$1! (/! +#$! 23456! 1%+%-$+7! .8! 9(,:%)*/'! *+-! :$);(),%/9$! <*+#! +#(-$! (;! %! :%/$&! (;! #=,%/! $>:$)+-?! "#$!
experimental results show that the performance of the proposed algorithm is almost indistinguishable from the 
expert one and therefore may be a viable tool for handwriting comparison.   

 
1. Introduction 
Human perception of shape similarity has been the subject of many studies in diverse fields, such as 
experimental psychology, neuroscience, visual perception and artificial intelligence, just to mention a few. In 
such a context, the similarity/dissimilarity between stimuli seems to play a key role in defining the categories the 
organism needs to properly behave in an ever-changing environment. A concise yet comprehensive survey of the 
current opinions on the subject from such a point of view may be found in (Blough, 2001). 

In the realm of handwriting analysis and recognition, when dealing with the problem of building a machine 
capable of comparing the shape of handwriting sample, the usual assumption is that the similarity of the samples 
is reflected by the distance of their representations in a feature space: the closer the representations are, the more 
similar the samples are.  The approach makes two fundamental assumptions: the samples can be represented by 
values of a few distinctive characteristics, or features, and their distance in the feature space reflects their 
similarity (Plamondon & Shrihari, 2000).  Although this approach has lead to applications for handwriting 
analysis and recognition that are routinely used, such as signature verification, OCR, postal address recognition 
and check processing, in case of cursive handwriting it provides solutions that are in contrast with the results of 
experiments with human beings. The book by Pekalska and Duin discusses the limitations of such an approach, 
argues that the notion of similarity is more fundamental than that of a feature or a class, introduces similarity 
representations and methodologies to deal with them (Pekalska & Duin, 2005).  

Among the theoretical approaches to similarity, the Feature Contrast model originally introduced by Tversky 
accounts for several characteristics of similarity data that contradict the metric assumption discussed above, 
mainly asymmetry and angular inequality (Tversky, 1977).  The model, however, assumes that each sample is 
described by a binary vector, each element of which represents whether or not the corresponding features is 
present in the sample. Santini and Jain have extended the original model into the Fuzzy Features Contrast model, 
by proposing to represent the sample by a fuzzy feature vector, each element of which represents the fuzziness of 
the presence of the corresponding features in that sample, thus allowing to deal with cases when features 
enumeration is either impractical or impossible (Santini & Jain, 1999). 

Along this line of investigation, and assuming that cursive handwriting is a sequence of strokes as suggested 
by many studies on handwriting generation, in Section 2 we propose an implementation of the Fuzzy Feature 
Contrast model for cursive handwriting that builds upon a novel set of features to describe both the shapes and 
the spatial arrangement of the strokes, and an algorithm for evaluating the similarity between two cursive 
fragments. In Section 3 we presents the results of two experiments performed to validate the model and to assess 
its performance. Eventually, we discuss the experimental results and outline possible directions for future 
investigations. 

2. Ink Similarity  
Most of the features used by the Ink Similarity algorithm are based upon measures and classification related to 
single strokes. The Fuzzy Feature Contrast Model assumes that the feature vectors of the two stimuli have the 
same dimension; for this reason, t�R�� �J�H�Q�H�U�D�W�H�� �³�J�O�R�E�D�O�´�� �I�H�D�W�X�U�H�V�� �Y�H�F�W�R�U�V�� �R�I�� �W�K�H�� �V�D�P�H�� �G�L�P�H�Q�V�L�R�Q�� �V�W�D�U�W�L�Q�J�� �I�U�R�P��
�³�O�R�F�D�O�´�� �I�H�D�W�X�U�H�V�� �Y�H�F�W�R�U�V�� �R�I�� �G�L�I�I�H�U�H�Q�W�� �G�L�P�H�Q�V�L�R�Q���� �Z�H�� �G�H�F�L�G�H�� �W�R�� �D�J�J�U�H�J�D�W�H�� �³�O�R�F�D�O�´�� �V�W�U�R�N�H�V�� �L�Q�I�R�U�P�D�W�L�R�Q�� �W�R�� �R�E�W�D�L�Q��
�³�J�O�R�E�D�O�´�� �L�Q�I�R�U�P�D�W�L�R�Q�� For each handwritten fragment image, the algorithm creates a vector of 54 elements that 
holds 3 different types of features: Zone, Curvature and Shape features, as described below. 
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2.1 Zone features 
The sequence of strokes extracted from the ink is preliminarily partitioned in three subsequences: the first one 
containing the strokes that span over the first 30% of the horizontal size of the word, the second containing the 
strokes that span over the following 40% of the word, and the third containing the remaining strokes. Each stroke 
is then classified depending on which part of the word layout it occupies. A zoning algorithm, based on the 
histogram of the horizontal projection, evaluates the size of the center, the bottom and the upper zones of the 
word layout. We have defined 15 zone features for each stroke, depending on the position of the stroke in the 
zone and the way they are drawn: Ascender (Up/Down), Descender (Down/up), Upper (Center/Bottom/Top), 
Lower (Center/Top/Bottom), Center (Center/Upper/Lower), Pipe and Loop. As each features is evaluated for the 
three subsequences, we have 45 zone features in total. Fig. 1a) shows the features from left to right, and Fig. 1b) 
�W�K�H�� �S�D�U�W�L�W�L�R�Q�� �R�I�� �W�K�H�� �V�H�T�X�H�Q�F�H�� �R�I�� �V�W�U�R�N�H�V�� �R�I�� �W�K�H�� �Z�R�U�G�� �³�H�V�W�´�� �D�Q�G�� �W�K�H�� �]�R�Q�H�V�� �G�H�W�H�F�W�H�G�� �E�\�� �W�K�H�� �]�R�Q�L�Q�J�� �D�O�J�R�U�Lthm. For 
each of them, the Ink Similarity counts how many times the i-th zone feature appears in the sequence, and then 
calculate the ratio between such a count and the total number of strokes. This number is then used as a crisp 
value of a linear membership function to obtain the fuzzy value. 
 

                                                                                
   a)       b) 
Figure 1  The �³�]�R�Q�H�´���I�H�D�W�X�U�H�V�����D�����7�K�H���I�H�D�W�X�U�H�V: their labels depend on both the writing direction (represented by 
the arrow) and the zones of the stroke extremes. The arrows are not representative of the actual shape of the 
strokes. b) the partitioning into subsequences: begin (green), middle (magenta) and end (yellow)  
 
2.2 Curvature features 
As in the zone features case, the curvature features are extracted from subsequences of the sequence of strokes 
extracted from the ink, but in this case there are five subsequence, each one containing the strokes that span over 
the 20% of the word horizontal size, from the beginning to the end.  For each subsequence we compute the 
average of the curvature maxima of the strokes, obtaining 5 curvature features.  Such a count, normalized as 
above, is then used as crisp value of a linear membership function. 
 
2.3 Shape features 
In contrast to the previous ones, shape features do not build up on stroke features, but have the purpose of 
describing the entire shape of the word. We adopted the 4 word features proposed in (Powalka & al, 1997): 
Middle, Middle-Upper, Middle-Lower and Upper-Middle-Lower. From the output of the zoning algorithm, and 
for each word feature, we compute two parameters: the vertical size of the center zone, (Width) and the distance 
between the middle line of the center zone and the bottom line of the bottom zone (YPos). Their values are then 
used as crisp value for two membership functions, FYPos(YPos) and FWidth(Width) as in fig. 2, whose outputs are 
eventually combined to obtain the feature score as min( FYPos(YPos), FWidth(Width)). Eventually, from each score, 
�W�K�H���G�H�J�U�H�H���R�I���R�Z�Q�H�U�V�K�L�S���R�I���W�K�H���Z�R�U�G�¶�V���V�K�D�S�H���I�H�D�W�X�U�H�V���L�V���F�R�P�S�X�W�H�G���E�\���P�H�D�Q�V���R�I���D���O�L�Q�H�D�U���P�H�P�E�H�U�V�K�L�S���I�X�Q�F�W�L�R�Q. 

 

 
 

Figure 2.  The membership function for the shape features. 
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2.4 Similarity measure 
Given two handwritten words, each one represented by the feature vector described above, we assume as 
similarity measure between them the following: 
 

 

where: 
�x a and b represent the image of two cursive handwritten words; 
�x A and B represent the fuzzy features vectors associated to a and b as described before; 
�x �$�� �@�� �%��represents the intersection between the two fuzzy vectors. The resulting vector represents the 

common features between a and b; 
�x A - B and B - A represent the complements between A and B. The resulting vectors represent the distinct 

features between a and b; 
�x f(FV) is the saliency function that associates to an entire feature vector FV a single number; in our 

implementation we choose the function f as: �B�:�(�8�; 
 L � ��Ã �(�8�9�8
�Ü�@�5 �Ü 

�x �D and �E are two weights that model the imbalance of the judgment of inequality that is typical of human 
judgment. 

 
3. Experimental results 
In order to validate the proposed model, we have performed a set of experiments on the RIMES dataset, a 
publicly available dataset largely used for performance evaluation of handwriting analysis and recognition 
systems (Grosicki & al., 2008). From the data set, �Z�H���K�D�Y�H���V�H�O�H�F�W�H�G���������L�P�D�J�H�V���R�I���W�K�H���E�L�J�U�D�P���³�H�Q�´���D�Q�G���������L�P�D�J�H�V��
�R�I�� �W�K�H�� �Z�R�U�G�� �³�H�V�´ as Reference Set (RS) and again 10 images of the bigram �³�H�Q�´ and 10 images of the bigram 
�³�H�V�´, different from the previous ones, as Test Set (TS).  

In each experiment, 1 image of TS and 5 images of RS, randomly selected but the same for all the subjects, 
were shown to each subject, and he/she was asked to rate the similarity between the Test image and each of the 
Reference one. The rating was reported by using a 5-point scale, ranging from 1, the most similar, to 5, the least 
similar. Figure 3 shows the GUI designed for the experiments with the human subjects. The same task was 
assigned to the algorithm, so as to have, for each image of TS, the ranks of 17 subjects and the rank of the 
algorithm.  

 

 
 

Figure 3.  The GUI used during the experiments. The subjects were requested to rank the similarity between each 
of the Reference images shown in the bottom pane with the Test image shown on the top pane by using a 5 point 
scale, with 1 representing the most similar Reference image and 5 the least similar one. 

 
Then, for each image of TS, we measures the difference D in the ranks by the formula: 
  

� & 
 L � � 
 Í � @�Ü� Û � S�Ü

�9

�Ü�@�5

 

 
where di is the difference between the position of the i-th image of RS in the two ranks and wi = 1 for the 
top/bottom position of the rank, 0.5 for the following/preceding one and 0.25 for the middle position. The 
weights have been fixed so as to ensure that very similar/dissimilar feature plays a major role in the final 
judgment, as in the case of human perception of similarity. Figure 4a) reports the level of agreement between the 
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subjects for 10 of the images of TS, while figure 4b) reports, for the same images, the value of D between the 
rank provided by the proposed algorithm and the one obtained by combining the ranks of the subjects by the 
Borda count method (deBorda, 1781)�����D�V���W�R���U�H�S�U�H�V�H�Q�W���W�K�H���³�P�H�D�Q�´���E�H�K�D�Y�L�R�U���R�I���W�K�H���K�X�P�D�Q���V�X�E�M�H�F�W�V�� 

 

              
          a)      b) 

Figure 3 . The experimental results: a) the agreement on the ranking between the subjects: each of the 5 bars 
refers to the agreement on the corresponding position of the rank; b) the difference between the algorithm and the 
�³�P�H�D�Q�´���V�X�E�M�H�F�W�� For sake of legibility, the figure reports the results on a few images selected as representative of 
the performance on the whole Test set. 
 
Conclusions  
We have presented an algorithm to evaluate the similarity between handwritten words that builds upon a fuzzy 
computational model proposed to account for the visual perception of similarity. Such a general model has been 
customized by adopting a suitable set of features to represent the distinctive feature of handwriting and its 
performance compared with that of human subject in a similarity evaluation task.  

The experimental results allow for the following preliminary conclusions: 
- the ranks of the human subjects are more similar as with regards to the most/least similar shapes than 

with regards the shapes that are somehow in between these extreme cases;  
- the difference between the rank of the algorithm and those of the subjects may vary, but even in the 

worst case such a difference is slightly bigger than 0.5, meaning that at most two images were ranked 
differently and that those images were not ranked as the top or the bottom ones; 

- the performance of the algorithm depends to a limited extent from the images, suggesting that it is a 
robust implementation of the fuzzy computational model it builds upon. 

According to those results, the proposed algorithm seems to implement an agent whose behavior resembles 
that of the human subjects in that:  

- its judgment is very similar to those of the subjects as with regard to the most/least similar samples; 
- the differences between the rank of the algorithm and those of the subjects are very similar to the 

differences within the subjects, so as to make the proposed algorithm indistinguishable from any of the 
subject. 

In the future, we will perform further experiments, on larger data sets, including longer words, considering 
different membership function and different implementations for the similarity measures, in order to ascertain the 
performance of the proposed algorithm with different handwriting styles, as well as its robustness with respect to 
the actual values of its parameters. 
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1. Introduction  
�,�Q���W�K�H���U�H�F�H�Q�W���\�H�D�U�V�����Z�H���K�D�Y�H���V�H�H�Q���D���J�U�R�Z�W�K���L�Q���W�K�H���X�V�H���R�I���V�P�D�U�W���G�H�Y�L�F�H�V���Z�K�L�F�K���D�U�H���R�I�W�H�Q���K�D�Q�G�O�H�G���Z�L�W�K���K�D�Q�G�Z�U�L�W�W�H�Q��
�V�\�P�E�R�O�V�����,�Q���P�D�Q�\���V�\�V�W�H�P�V�����W�K�H���X�V�H���R�I���V�X�F�K���V�\�P�E�R�O�V���U�H�T�X�L�U�H�V���V�R�P�H���S�U�H���G�H�I�L�Q�L�W�L�R�Q�����Z�K�L�F�K���G�L�V�D�O�O�R�Z�V���W�K�H���X�V�H�U���W�R���X�V�H��
�V�\�P�E�R�O�V�� �K�H�� �I�L�Q�G�V�� �W�K�H�� �E�H�V�W�� �V�X�L�W�H�G�� �I�R�U�� �H�D�F�K�� �W�D�V�N�����7�K�X�V���� �R�X�U�� �Z�R�U�N���I�R�F�X�V�H�V���R�Q�� �W�K�H�� �R�Q���O�L�Q�H�� �O�H�D�U�Q�L�Q�J�� �I�U�R�P�� �V�F�U�D�W�F�K����
�Z�K�H�U�H���Q�R���S�U�H���G�H�I�L�Q�L�W�L�R�Q���W�D�N�H�V���S�O�D�F�H���D�Q�G���L�W���L�V���X�S���W�R���W�K�H���X�V�H�U���W�R���G�H�I�L�Q�H���K�L�V���R�Z�Q���V�\�P�E�R�O�V����

�+�R�Z�H�Y�H�U�����V�X�F�K���D���I�U�H�H�G�R�P���E�U�L�Q�J�V���F�K�D�O�O�H�Q�J�H�V���I�U�R�P���Z�K�L�F�K���D���O�R�Z���Q�X�P�E�H�U���R�I���V�D�P�S�O�H�V���V�W�D�Q�G�V���R�X�W�����0�R�U�H�R�Y�H�U����
�L�Q���W�K�L�V���V�H�W�X�S�����Q�H�Z���F�O�D�V�V�H�V���R�I���V�\�P�E�R�O�V���F�D�Q���E�H���G�H�I�L�Q�H�G���R�Q�H���D�I�W�H�U���D�Q�R�W�K�H�U���D�Q�G���D�W���D�Q�\���W�L�P�H���R�I���W�K�H���X�V�H�����7�K�L�V���O�H�D�Y�H�V���D��
�V�P�D�O�O���R�U���H�Y�H�Q���Q�R���W�L�P�H���I�R�U���W�K�H���V�\�V�W�H�P�¶�V���L�P�S�U�R�Y�H�P�H�Q�W�����P�D�N�L�Q�J���L�W���W�R���R�Y�H�U���I�L�W�����D�V���W�K�H�U�H���L�V���R�I�W�H�Q���R�Q�O�\���R�Q�H���V�D�P�S�O�H���S�H�U��
�F�O�D�V�V�����D�Q�G���N�H�H�S�V���W�K�H���L�Q�L�W�L�D�O���U�H�F�R�J�Q�L�W�L�R�Q���U�D�W�H���O�R�Z�����)�R�U���W�K�L�V���S�X�U�S�R�V�H�����L�W���L�V���R�Q�O�\���Q�D�W�X�U�D�O���W�R���V�H�D�U�F�K���I�R�U���R�S�W�L�R�Q�V���W�R���R�E�W�D�L�Q��
�P�R�U�H���G�D�W�D�����V�R���W�K�D�W���W�K�H���V�\�V�W�H�P���F�D�Q���E�H�F�R�P�H���P�R�U�H���U�R�E�X�V�W���V�R�R�Q�H�U���D�Q�G���D�Y�R�L�G���W�K�H���R�Y�H�U���I�L�W�W�L�Q�J����

�7�K�H�U�H�� �K�D�Y�H�� �E�H�H�Q�� �V�H�Y�H�U�D�O�� �D�W�W�H�P�S�W�V�� �W�R�� �D�G�G�U�H�V�V�� �W�K�H�� �J�H�Q�H�U�D�W�L�R�Q�� �R�I�� �V�\�Q�W�K�H�W�L�F�� �K�D�Q�G�Z�U�L�W�W�H�Q���G�D�W�D���E�D�V�H�G�� �R�Q�� �D��
�Q�X�P�E�H�U�� �R�I�� �P�R�G�H�O�V�����)�U�R�P�� �W�K�H�V�H�����Z�H�� �O�L�V�W�� �V�R�P�H�� �P�R�U�H�� �U�H�F�H�Q�W�� �Z�R�U�N�V���� �L���H���� �P�H�W�K�R�G�V�� �S�U�R�S�R�V�L�Q�J�� �W�R�� �J�H�Q�H�U�D�W�H���V�\�Q�W�K�H�W�L�F��
�G�D�W�D���E�D�V�H�G���R�Q���E�H�K�D�Y�L�R�X�U�D�O�� �P�R�G�H�O�V�� ���6�F�K�P�L�G�W���D�Q�G���/�H�H���� �������������� �N�L�Q�H�P�D�W�L�F�� �P�R�G�H�O�V�� ���3�O�D�P�R�Q�G�R�Q���D�Q�G���'�M�L�R�X�D���� ��������������
�P�L�Q�L�P�L�]�D�W�L�R�Q�� �S�U�L�Q�F�L�S�O�H�V�� ���1�H�L�O�V�R�Q���D�Q�G�� �1�H�L�O�V�R�Q���� ������������ �7�D�Q�D�N�D���� ������������ �R�U�� �Q�H�X�U�D�O�� �Q�H�W�Z�R�U�N�V�� ���*�D�Q�J�D�G�K�D�U���� ��������������
�:�R�U�N�� �L�Q�� �W�K�L�V�� �S�D�S�H�U���L�V�� �U�H�O�L�H�V���R�Q�� �.�L�Q�H�P�D�W�L�F�� �7�K�H�R�U�\���G�H�V�F�U�L�E�L�Q�J�� �U�D�S�L�G�� �K�X�P�D�Q�� �P�R�Y�H�P�H�Q�W�V�� �E�\���6�L�J�P�D���O�R�J�Q�R�U�P�D�O��
���3�O�D�P�R�Q�G�R�Q���H�W���D�O�����������������'�M�L�R�X�D���D�Q�G���3�O�D�P�R�Q�G�R�Q�����������������3�O�D�P�R�Q�G�R�Q���H�W���D�O������������������

�:�H���D�S�S�O�\�� �W�K�L�V�� �P�H�W�K�R�G�� �R�Q�� �H�Y�R�O�Y�L�Q�J�� �P�R�G�H�O�V�� �F�D�S�D�E�O�H�� �R�I�� �R�Q���O�L�Q�H�� �O�H�D�U�Q�L�Q�J�� �I�U�R�P�� �V�F�U�D�W�F�K���� �7�K�H�U�H�� �D�U�H�� �V�R�P�H��
�D�W�W�H�P�S�W�V���W�R���W�D�F�N�O�H���R�Q���O�L�Q�H���O�H�D�U�Q�L�Q�J���S�U�R�E�O�H�P�����'�L�W�]�O�H�U�����������������<�D�R���H�W���D�O�����������������/�H�L�V�W�Q�H�U�����������������*�U�D�E�Q�H�U���D�Q�G���%�L�V�F�K�R�I����
�������������/�X�X�J�K�R�I�H�U�������������������+�R�Z�H�Y�H�U�����Y�H�U�\���I�H�Z�� �P�H�W�K�R�G�V���K�D�Q�G�O�H���D�O�V�R���W�K�H���O�H�D�U�Q�L�Q�J�� �I�U�R�P���V�F�U�D�W�F�K�����1�H�Y�H�U�W�K�H�O�H�V�V���W�K�H�U�H��
�D�U�H�� �Z�R�U�N�V�� �D�O�V�R�� �F�D�S�D�E�O�H�� �R�I�� �O�H�D�U�Q�L�Q�J�� �I�U�R�P�� �V�F�U�D�W�F�K���� �V�X�F�K�� �D�V�����$�Q�J�H�O�R�Y���� ������������ �$�O�P�D�N�V�R�X�U���� ������������ �5�H�]�Q�D�N�R�Y�D���� ������������
�$�Q�J�H�O�R�Y�������������������,�Q���W�K�L�V���Z�R�U�N���Z�H���X�V�H���$�5�7�,�6�����5�H�]�Q�D�N�R�Y�D�������������������D�Q���H�Y�R�O�Y�L�Q�J���I�X�]�]�\���P�R�G�H�O���F�R�P�E�L�Q�H�G���Z�L�W�K���$�5�7��
�Q�H�W�Z�R�U�N�����&�D�U�S�H�Q�W�H�U������������������
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2. Framework for online real-time learning using synthetic data  
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Figure 1 .  Framework for on-line learning from scratch using synthetic data. X refers to an input sample that is fed 
to the model and recognized. The information from the recognition process is then used for the learning and new 

data are added to the model (the model is evolving). The solid line refers to the processing of real samples, where 
based on recognition the system gives an output Y of a predicted label. The dashed line refers to the additional 

processes related to the generation of synthetic data. 
��
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3. Log-normal model for artificial handwritten data   
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Figure 2.  Comparison of recognition rate when using only original data to the use of synthetic data, without (a) 

and with (b) highlighted times of addition of new class (dots). 
��
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Figure 3.  Comparison of recognition rate between block and buffer-based learning.��
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Abstract. 
The development of predictive tools has been commonly utilized as the most effective manner to prevent illnesses that 
strike suddenly. Within this context, investigations linking fine human motor control with brain stroke risk factors are 
considered to have a high potential but they are still in an early stage of research. The present paper analyses 
neuromuscular features of oscillatory movements based on the Omega-Lognormal model of the Kinematic Theory. On a 
database of oscillatory movements from 120 subjects, we demonstrate that the proposed features differ significantly 
between subjects with and without brain stroke risk factors. This promising result motivates the development of 
predictive tools based on the Omega-Lognormal model. 
 
1. Introduction   
A brain stroke, or cerebrovascular accident, is 
characterized by the sudden manifestation of combined 
cerebral circulatory disorders that negatively affect the 
vasculature of the brain. A brain stroke episode results in 
necrosis of certain brain cell types, which causes 
irreversible damage to an array of neurological functions in 
22% to 25% of the patients and death within one year for 
25% of the patients [1]. Approximately 795.000 people 
experience a new or recurrent stroke annually. Therefore, 
on average, someone dies of a stroke every 4 minutes [2]. 
Furthermore, brain strokes are sudden events and most of 
the time they occur unexpectedly. An effective method of 
addressing this medical issue is therefore prevention 
through the development of predictive tools. Handwriting 
recognition tools have emerged as one such possible 
solution [3, 4]. It is not the first time that pattern analysis 
of fine motor control is employed in disease prevention. 
Noticeable results have been achieved previously in the 
prevention of other diseases, such as Parkinson disease [5] 
or Schizophrenia [6]. 
It has been reported recently that some brain stroke risk 
factors can be associated with the deterioration of several 
cognitive psychomotor characteristics [7], which are 
obtained from the lognormal handwriting model of the 
Kinematic Theory [8, 9, 10]. In this paper, we focus on one 
of the movement modalities suggested in [7], namely 
oscillatory movements at maximum frequency, and 
investigate the feasibility of developing predictive tools in 
more detail. The study and analysis of oscillatory 
movements has a strong history in human motor control, 
from a theoretical and model perspective [11, 12, 13] to 
applications in various field [13, 14]. 
To achieve our goal, a database containing the handwriting 
movements of 120 subjects with and without brain stroke 
risk factors is analysed using the Omega-Lognormal model 
[7]. We propose a set of seven neuromuscular features 
based on the model and demonstrate with ANOVA tests 
that four of these differ significantly between subjects with 
and without risk factors. The results obtained can be 

considered as an initial step towards the development of a 
tool to determine if the performer of oscillatory 
movements has brain stoke risk factors or not. 
The remainder of this paper is organized as follows. First, 
the experimental protocol for the acquisition of oscillatory 
movements is detailed in Section 2. Then, the data analysis 
based on the Omega-Lognormal model and the proposed 
neuromuscular features are presented in Section 3. Finally, 
experimental results are provided in Section 4 and 
conclusions are drawn in Section 5. 
 
2. Experimental Protocol 
For the assessment of the proposed method, a database 
containing digitized information of oscillatory movements 
from 120 subjects was used. Within the database, 57 
subjects considered as healthy are mixed with 63 
exhibiting some of the following brain stroke risk factors 
(abbreviation, number of subjects affected): diabetes 
mellitus (DM; 15), obesity (OB; 10), hyper-tension (HT; 
40), hypercholesterolemia (HC; 28), cardiac disease (CD; 
24), and cigarette smoking (CS; 13). From these 63 
participants, 25 had only one risk factor, 18 had two, 12 
had three, 7 had four, and 1 had five. In order to evaluate a 
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wide age rage, 27 of the participants are between 25 and 39 
years old, 31 are between 40 and 54, 33 are between 55 
and 69 and 29 are between 70 to 85 years old. Moreover 
the distribution among genders is almost balanced as the 
sample contains 68 women and 52 men. 
During the performance of the trial, a Wacom Intuos2 
tablet was used to digitize the 2D Cartesian coordinates of 
the pen tip at a sampling frequency of 200 Hz. 
To accomplish the trial, the subjects were asked to perform 
oscillatory movements with the pen tip as fast as possible 
between two targets during ten seconds, after a start 
signaled by an auditory cue. Additionally, guiding sheets 
were used to indicate to the participants the starting 
position and the targets to hit as illustrated in Figure 1. The 
movements were performed with the dominant hand. 112 
participants reported themselves as right-handed. 
It is also important to mention that no practice or learning 
period was allowed before the exercise and only one 
acquisition of data was permitted. After removing outliers, 
115 subjects were kept in the database. More information 
about the database can be found in [7]. 
 
3 Data Analysis 
 
3.1 Omega-Lognormal Model 
The Kinematic Theory of rapid human movements is a set 
of models that describe human handwriting movements 
using a unique framework based on the delta-lognormal 
law. A basic unit representing a pen stroke is built up from 
lognormals. These models grant a fitting reconstruction of 
handwriting velocity profile [15]. Amid this set, the 
Omega-Lognormal model, which analyses the motion of 
alternating sequences of lognormals, is the most 
appropriate model to analyse oscillating movements in one 
dimension. It has already been employed in previous 
studies [7] and is defined by: 
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The individual pen strokes are initialized at time ! !  and the 
distance covered is ! . The parameters !  and ! !are related 
to the neuromuscular execution of the pen stroke. 
Oscillatory movements are modelled as a sequence of 

alternating pen strokes in opposite direction. 
For parameter extraction from the original pen trajectory, a 
modified version of the Robust Xzero extractor was used 
[16, 17]. In order to evaluate the quality of the model, the 
signal-to-noise ratio is computed as a measure of similarity 
between the original velocity ! !"#  and the reconstructed 
velocity ! !"#  [8]: 
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Figure 2 shows an example of a well-fitted velocity 
reconstruction using the Omega-Lognormal model. In 
order to reach a more precise SNR, the original digitized 
data was first interpolated and low-pass filtered to remove 
high frequency components introduced during the 
digitization.  
 
3.2 Outlier Removal 
Since the parameter extraction software finds local 
minimal solutions, possible outliers or unusual values 
generated during the digitizing stage or the parameter 
extraction process have been removed.  
A certain transient period at the beginning of the signal 
could be considered as less stable since the trials were 
performed without previous training. Also, the last 
movements of the writers could be affected and 
consequently altered by muscular fatigue due to the 
process itself. Hence, the three first and the three last 
lognormals were removed to minimize these fluctuations. 
An approximate distance of 180 mm separated the outer 
limits of the two target zones. Since some writers could 
execute the pen strokes in a somewhat diagonal or even 
bending fashion, the effective distance covered by the pen 
could be somewhat larger than 180mm. Additionally, 
taking into account that the model parameter !  reflects the 
pen stroke distance without the influence of the next pen 
stroke in opposite direction, a final value of 200 mm was 
considered as an upper bound for this parameter. Similarly, 
a lower bound of 45mm has been fixed, which is a bit less 
than the distance between the inner limits of the target 
zones. 
Finally, a minimum SNR was required for each lognormal 
to be taken into account. Several reports have pointed out 
that a quality over 15 dB is sufficient for human movement 
analysis [10]. 
After this process 8326 lognormals remained from the 
original database containing 9412 (11,53% of the 
lorgnormals have been removed). From this percentage, 
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7,33% of the lognormals were removed from the extremes 
directly and 4,2% were removed because they did not fit 
within the limits mentioned above. 
At the end of the cleaning process several lognormals still 
remain for all writers. However, if the remaining number 
of lognormals is low, a statistical analysis may not be 
reliable. This could be either due to a large number of 
removed outliers or due to an unusual number of pen 
strokes during the experiment. All writers with less than 15 
lognormals (4 writers) have been excluded from the 
database. 
 
3.3 Proposed Features 
In order to potentially discriminate between subjects with 
and without brain stroke risk factors, we propose a set of 
seven neuromuscular features based on the Omega-
Lognormal model: 
- ! ! ! ! ! : The first three features correspond directly with 
model parameters, that is the neuromuscular input 
command D, which correspond to the pen stroke distance  
(when executed in isolation without influence of the next 
pen stroke in opposite direction) and the two parameters !  
and !  related to the logtime delay and the logresponse time 
of the neuromuscular system responding to the command. 
- ! ! ! ! ! ! : The two next features describe the frequency of 
the pen strokes. ! ! !  is the time difference between the ! !  
parameters of two consecutive lognormals and ! !  is the 
dominant frequency extracted by means of fast Fourier 
transform (FFT). The FFT has been computed with Matlab 
over the reconstructed signal using 1024 points. Most of 
the subjects present various components in the frequency 
domain; ! !  corresponds to the frequency of the component 
with the maximum power. 
- !"# ! !"# ! !"#$%: The final two features are concerned 
with the model quality. !"#  is the signal-to-noise-ratio 
(see Section 3.1) and !"# ! !"#$% is normalized with the 
number of lognormals. 
For the features ! ! ! ! ! ! and ! ! !  the mean value of the 
lognormals is considered for each oscillatory movement. 
 
4 Experimental Evaluation 
 
4.1 Statistical Analysis 
In an experimental evaluation, we aim to demonstrate that 
the proposed neuromuscular features differ between the 
groups of subjects with and without brain stroke risk 
factors. To that end, we perform a one-way ANOVA test 
for each feature. The null hypothesis that the population 
means are the same is rejected if, for at least one of the 
features, the p-value is 
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! !!"
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taking into account the commonly used significance level 
! ! ! !!"  and considering the Bonferroni correction, that is 
an adjustment for multiple parameter testing (7 tests in our 
case, one for each feature) which compensates for the fact 
that a significant result could be observed by chance. 
 
4.2 Results 
Table 1 displays the results obtained from the one-way 
ANOVA tests. Distributed horizontally in columns, the 
table shows all the features considered in this paper. 
Beneath each feature, the corresponding p-value is 
displayed. Likewise, the mean of the considered features is 
presented for subjects with and without rick factors (RF) in 
the table. 
Significant results taking into account the Bonferroni 
correction are marked in bold. In four out of seven cases, 
the tests are significant, demonstrating that the proposed 
neuromuscular features, indeed, differ between subjects 
with brain stroke risk factors and subjects without risk 
factors. 
The results obtained for the individual tests reveal which 
features are most discriminative to classify writers with 
respect to their brain stroke risk factors condition and 
which are less discriminative. Each of the three groups of 
features (see Section 3.3) contains at least one significant 
test result. The lowest p-values are reported for the second 
group of features related to the frequency of lognormals. 
The mean frequency is significantly lower for subjects 
with risk factors, that is they could not execute the 
oscillatory movements as fast as the subjects without risk 
factors. In the first group of features, the !  parameter of 
the Omega-Lognormal model has proven to be most 
discriminative and in the third group, the normalization of 
the !"#  with the number of lognormals was necessary to 
achieve a significant result in accordance with previous 
studies [8, 19, 20]. 
In order to develop predictive tools based on the Omega-
Lognormal model, these features could be pointed out as 
discriminative with respect to brain stroke risk factors. A 
combination of these features is expected to provide the 
best prediction result. 
 
 
5 Conclusions 
In this paper, we have investigated possible links between 
fine human motor control and brain stroke risk factors with 

Table 1: ANOVA test p-values for the proposed features 

 !  !  !  ! ! !  ! !  !"#  !"# ! !"#$%  

P-value 
 
 

0.0285 0.1545 7.21e-05 2.13e-05 2.02e-07 0.326 1.99e-05 

Mean 
without RF 
 

124.6 -0.171 0.041 0.115 5.0 20.4 0.27 

Mean with 
RF 

116.2 -0.172 0.059 0.170 3.5 21.1 0.46 
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a view to prediction tools. We have focused our study on 
oscillatory movements at maximum frequency and 
proposed a set of seven neuromuscular features based on 
the Omega-Lognormal handwriting model that aim to 
distinguish subjects with risk factors from subjects without 
risk factors. 
A database including 120 subjects, highly balanced in 
terms of gender, brain stroke risk factors, and age range 
has been analysed based on the Omega-Lognormal model. 
One-way ANOVA tests with Bonferroni correction have 
demonstrated that the features differ, indeed, between 
subjects with and without risk factors. 
The results highlight the possibility of developing 
predictive tools based on some of the proposed features. 
The application of pattern recognition and machine 
learning techniques using the most discriminative features 
of the model seem to be the next natural step in this 
process. 
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Abstract. The goal of our experiment is to develop a useful and accessible tool that can be used to evaluate a 
�S�D�W�L�H�Q�W�¶�V���K�H�D�O�W�K���E�\���D�Q�D�O�\�]�L�Q�J���K�D�Q�G�Z�U�L�W�W�H�Q��strokes. We use a cloud computing approach to analyze stroke data 
sampled on a commercial tablet working on the Android platform and a distant server to perform complex 
calculations using the Delta and Sigma lognormal algorithms. A Google Drive account is used to store the 
data and to ease the development of the project. The communication between the tablet, the cloud and the 
server is encrypted to ensure biomedical information confidentiality. Highly parameterized biomedical tests 
are implemented on the tablet as well as a free drawing test to evaluate the validity of the data acquired by the 
first test compared to the second one. A blurred shape model descriptor pattern recognition algorithm is used 
to classify the data obtained by the free drawing test. The functions presented in this paper are still currently 
under development and other improvements are needed before launching the application in the public 
domain. 

 
1. Introduction 
Over the years, at Scribens Laboratory, we have developed algorithms for extracting lognormal parameters that 
describe handwriting movements. The study of the evolution of these parameters over a longer period of time 
would allow us to analyze changes in �D���X�V�H�U�¶�V neuro-motor skills. We could monitor the improvements of a child 
learning to write or detect the loss of neuro-motor skill. These programs were until now restricted to Wacom 
tablets connected to standard computers and screens. The goal of this work is to transfer the software to a 
portable Android tablet touch screen to eventually make it more easily accessible to physicians and clinicians. 

To accomplish this, Polytechnique MontrŽal and the Computer Vision Center (Barcelona, CVC) have 
initiated a collaborative project that aims to create an Android application that is able to: 

�x Analyz�H���D���S�D�W�L�H�Q�W�¶�V���K�D�Q�G�Z�U�L�W�L�Q�J���V�W�U�R�N�H�V���W�R���G�H�W�H�U�P�L�Q�H���U�H�O�H�Y�D�Q�W���E�L�R�P�H�G�L�F�D�O���G�D�W�D�����3�R�O�\�W�H�F�K�Q�L�T�X�H���0�R�Q�W�U�p�D�O���� 
�x Recognize specific patterns or shapes from �D���S�D�W�L�H�Q�W�¶�V drawing or writing (CVC). 

Once completed and fully integrated, this application will be used as a tool for biomedical research. The 
effects of young children (5-7 years old) learning to write and the effects of aging have already been proven 
(Plamondon et al. 2013). Another important application for this tool is to characterize a �S�D�W�L�H�Q�W�¶�V�� �K�H�D�O�W�K and 
follow its progression through time ���2�¶Reilly et al. 2010). 

The pattern recognizer developed by the CVC is included in the application to perform word or drawing 
spotting to assess the potentiality of recovering the same biomedical information about a subject state 
(learning/aging/health) without the boundaries of a highly parameterized test. If this hypothesis is confirmed, a 
whole new area of possible applications could be created. 
 
2. Implementation choices and project definition 
By using the Android platform, which is very popular for new electronic tablet and smart phone technology, the 
application will be highly accessible to a very large portion of the targeted population. A Samsung Galaxy Note 
10.1 2014 edition was used to test the application. 

Because the two algorithms used in the application to analyze biomedical data, namely the Delta-
lognormal and Sigma-lognormal algorithms (Plamondon et al. 2009), require a lot of resources (memory, 
computation power), a distant server is used to take over the analysis and the digitizer (tablet, smart phone, etc.) 
serves as an acquisition module with a user interface. 

This interface first presents itself to the user with two main choices: biomedical tests and free drawing 
session. The first choice leads to a panel of options representing different predefined highly parameterized and 
bounded tests that are currently used at the �6�F�U�L�E�H�Q�V�� �O�D�E�R�U�D�W�R�U�\�� ���2�¶�5�H�L�O�O�\��et al. 2014) while the second choice 
leads to a free drawing area. Here, a shape recognizer algorithm detects shapes, and the associated relevant 
�L�Q�I�R�U�P�D�W�L�R�Q���D�E�R�X�W���W�K�H���V�X�E�M�H�F�W�¶�V���V�W�U�R�N�H�V��is retrieved afterwards. 
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The choice of the shapes for the recognizer to detect is important because we must confirm that a free 
drawing stroke is similar to a stroke made within a highly parameterized test. The triangle is a good example of 
shape that can be used ���2�¶�5�H�L�O�O�\��et al. 2011). Therefore, we first focused on the triangle as a shape to be 
recognized. Other shapes may be defined later on, and the �S�O�D�W�I�R�U�P�¶�V modular design allows for easy integration 
of new options. The database in the cloud will also have to be organized such that the data corresponding to a 
specific type of freehand or constrained drawing of a particular shape are easy to recover and analyze. 

A Google Drive account was used as a cloud to facilitate the communication between the digitizer and the 
server. This approach has the advantage of storing all the relevant data in a cloud which allows the application 
part of the project to be developed independently from the server part. It also procures a facilitated way to 
transfer and store the data files �Y�L�D���*�R�R�J�O�H�¶�V���D�S�S�O�L�F�D�W�L�R�Q���S�U�R�J�U�D�P�P�L�Q�J���L�Q�W�H�U�I�D�F�H�V��and file manipulation options.  

 
3. Digitizer using the Android platform 
This section presents the user interface developed on the Android platform to acquire biomedical data from user 
handwriting strokes. The tablet used for this project is the Samsung Galaxy Note 10.1 2014.  The first thing that 
we did was replace the SPencanvas data acquisition class with a standard canvas, written in Java, which 
increased the sampling frequency from 25 to 60 Hz. Then, we focused our efforts on designing three tests: the 
single stroke test, the triangle test and the free drawing area. 

The single stroke test is quite simple: after hearing an audio stimulus, the user must perform a single rapid 
movement from a black dot at the centre of the screen (start zone) to one of the grey areas situated on either side 
of the screen (end zones) (Figure 1a). 

Figure 1b presents the second biomedical test available on the application, the triangle shape test. The 
user must draw the triangle shape appearing on the screen using a single sequence of strokes. This shape is 
defined by three circles that represent the corners of the triangle and by three coloured bands that form the edges 
of the triangle. The user must start their stroke within the circle identified with tag 1, reach the circle tagged with 
the number 2 and then the one tagged with a 3 before finishing their stroke back in the first circle. Like the 
previous test, the stroke must not be drawn until the audio stimulus is launched. 

Those two interfaces contain a drawing area (1) where the user must execute the test, a Tutorial button (2) 
to assist the user by presenting tutorial slides and finally a Settings button (3) to be able to modify the test 
settings. The Help button (4) appears only when a user needs to be reminded of the test rules. The last button (5), 
�Z�L�W�K���W�K�H���X�V�H�U�¶�V���Q�D�P�H, is used to access the user settings and to log out from the application. This last button is 
always available throughout the application except from the login interface. 

Figure 1c presents the free drawing interface, which shows a drawing area, a Settings button to change 
parameters such as the colour of the pen used, �D�Q�G���W�K�H���X�V�H�U�¶�V���Q�D�P�H���E�X�W�W�R�Q�����,�W���D�O�V�R���K�D�V���D��Delete button (6) to erase 
the drawing area and start a new drawing. Functionalities such as saving a drawing or editing a line (without 
changing the relevant biomedical data) could be added in the future to increase the interface�¶�V���X�V�H�U-friendliness. 

 

 
Figure 1 : a) the simple stroke test interface, b) the triangle shape test interface and c) the free drawing interface. 

 
The first two interfaces are highly parameterized, and the properties of the geometrical features and of the 

audio stimulus signal can be modified when accessing the settings menu with the appropriate button (3 on 
Figures 1a and 1b). Table 1 presents the properties that can be modified for each of the two interfaces and the 
audio stimulus signal with their associated default values in parentheses. This allows the experimenter to adjust 
the two tests for each user if necessary. For example, if a particular user suffers from �3�D�U�N�L�Q�V�R�Q�¶�V�� �G�L�V�H�D�V�H���� �W�K�H��
start zone radius of the interfaces may need to be augmented to accommodate them. 

 
Table 1 : The settings of the two interfaces including the properties of the audio stimulus signal. Default values 

follow the setting in parentheses. 
Simple stroke test interface 
Velocity threshold (50 mm/s), start zone radius (2.5 mm), end zone inner radius (20 mm), end zone outer radius 
(50 mm), end zone angle (45¡), start zone colour (black), end zone colour (grey) 
Triangle test interface 
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Velocity threshold (50 mm/s), first circle radius (10 mm), second and third circle radius (10 mm), triangle 
radius (40 mm), edge width (20 mm), triangle orientation (0¡), first circle colour (green), second and third circle 
colour (blue), edge colour (turquoise) 
Audio stimulus signal 
Frequency (1000 Hz), duration (0.5 s), minimum start time (1 s), maximum start time (10 s), volume (50%) 

 
The velocity threshold parameter is used to limit the movement at the beginning of the stroke before the 

movement is initialized. The end zone angle parameter in the simple stroke test interface represents the angle of 
the �H�Q�G���]�R�Q�H�¶�V���D�U�F���G�L�Y�L�G�H�G���E�\���W�Z�R�������)�R�U���W�K�H��triangle test interface, the triangle orientation parameter is the angle 
between the horizontal line that splits the screen in half on its height and the centre of the first circle. The 
minimum and maximum start time associated with the audio stimulus signal represent the limits of the uniform 
distribution of the delay before the audio stimulus is launched. The delay value is picked randomly in this 
distribution. Every kind of error is distinguished and the strokes containing any errors are identified with a 
corresponding tag. Those tags are principally used to identify, on the server side of the project, the strokes 
containing errors, and to analyze them apart from the strokes that were performed correctly. 

The �S�X�U�S�R�V�H���R�I���W�K�H���D�S�S�O�L�F�D�W�L�R�Q�¶�V��free drawing section is to assess the hypothesis that strokes that are not 
bound to follow specific rules like the ones used in the biomedical tests (start and stop in specific boundaries, 
start the stroke at a specific time, etc.) can also be used to analyze �D���X�V�H�U�¶�V biomedical parameters. In order to do 
that, the free drawing interface only presents a blank drawing area where the user is asked to draw triangles 
(Figure 1c). Since this shape is already used as a parameterized test, comparison between the data acquired by 
the triangle test and the data acquired with the free drawing test can provide useful insight on the validity of the 
free drawing data type. The rectangle or circle are other basic shapes that could also be incorporated to this 
application to be recognized and analyzed. We are considering a new function that could draw basic flow charts 
based on the recognition of a few of these basic shapes while at the same time recovering the necessary 
biomedical information. We may investigate this in the near future. 

The data associated with the stroke is saved in an .hws file format which registers the timestamp, position, 
velocity and pressure of every data point. The velocity is estimated using Euclidian distance. All the meta-data 
associated with every stroke, such as an error occurrence and its type, are registered in a different text document. 
Those two files are then transferred from remote to central storage. The Advanced Encryption Standard (AES) 
encryption algorithm is also used to encrypt the data which must be kept private. The encryption process is 
password protected. The communication between the Google Drive, the tablet and the server is secured by using 
a special key that is associated wit�K�� �W�K�L�V�� �V�S�H�F�L�I�L�F�� �D�S�S�O�L�F�D�W�L�R�Q�¶�V�� �D�F�F�R�X�Q�W���� �7�K�L�V�� �N�H�\�� �L�V�� �K�D�U�G-coded in the tablet 
application and in the server. 

 
4. Analysis of the data 
This section presents the computation part of the project to analyze the data correctly. Firstly, when the 
encrypted .hws and text files are uploaded on the Google Drive account from the tablet, they are organized by 
user and type of test. Then, a distant server is used to fetch all new files and analyze them according to type. The 
second step is to decrypt the data so that it can be analyzed by the appropriate algorithm. Those algorithms are 
the Delta-lognormal and the Sigma-lognormal (Plamondon et al. 2009) that are used to respectively analyze the 
data from single strokes and from more complex strokes, such as the ones produces during the triangle shape 
test. The algorithms were conceived assuming the data acquired would be sampled at a frequency of 200Hz. This 
caused a problem with commercial tablets since the highest sampling frequency observed was 60 Hz and that 
frequency was not steady. To resolve this issue, a pre-processing step was added, by interpolating the data to 
simulate a 200 Hz frequency sampling. In the end, we want to be able to show the computed results on the tablet, 
which means going through the steps of re-encrypting the results from the analysis and transferring them from 
the server to the cloud. 

One step must be added to properly analyze the data that is acquired during the free drawing test. The 
strokes must first be recognized as triangle-shaped before we try to analyze them in order to achieve the goal of 
validating the use of this kind of data. We use the Blurred Shape Model (BSM) descriptor, which is an improved 
version of the Zoning descriptor that encodes the probability of pixel densities of image regions (Escalera et al. 
2009). This descriptor is computed on the image generated from the stroke that has been drawn on the screen, 
without taking into account the sampling and the speed. First, the image is divided into a grid of n x n equal-
sized sub-regions. Then, each cell in the grid receives votes from the shape points in it and also from the shape 
points in the neighbouring sub-regions. Each shape point contributes to a density measurement of its cell and its 
neighboring cells. This contribution is weighted according to the distance between the point and the centroid of 
each region. Finally the descriptor is normalized within the range 0 to 1. In order to recognize the input symbol, 
the Euclidean distance is used to compute the similarity between the symbols stored in the database. Those 
symbols are specific to each user and are stored in the Google Drive cloud. Then, a k-Nearest Neighbour 
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algorithm is used for classification in order to differentiate different symbols such as rectangle and circles. This 
allows for further development of the application to recognize other shapes than the triangle. Finally, a second 
and a third classification processes are used to distinguish different types of triangles. Because the stroke order is 
important in the biomedical analysis, we make the distinction between the same symbols depending on whether 
they were drawn clockwise or counter-clockwise. The orientation of the stroke (clockwise/counter-clockwise) is 
determined using the formula [1]. The stroke orientation is determined by comparing whether the result is greater 
than 0. If this is the case, then the triangle was drawn clockwise; otherwise it was drawn counter-clockwise. This 
formula comes from the Shoelace formula for computing the area of a polygon. The constant factor from the 
Shoelace formula can be omitted since our sole interest is to compute the orientation and not the total area. 
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The third classification process is useful for spatially locating the �W�U�L�D�Q�J�O�H�¶�V��starting point. To classify the 

starting point of the triangle, nine different classes are used: up_left, up_centre, up_right, middle_left, 
middle_centre, middle_right, down_left, down_centre and down_right. This classification is performed by 
placing the point in a grid and analyzing where it is placed. 

The BSM algorithm needs to be trained before the user draws the first free drawing strokes. The triangle 
biomedical test is used to accomplish that. In fact, if the user has not tried the triangle biomedical test before the 
free drawing program, they are automatically redirected towards the triangle biomedical test in order to train the 
recognizer. Once the training is done, the reference data is uploaded into their folder in the cloud and the user 
can use the �D�S�S�O�L�F�D�W�L�R�Q�¶�V��free drawing test.  

Once the data is analyzed, a new type of file with the results is created (.ana). Those results contain the 
lognormal parameters that model the velocity curves. For the Delta-lognormal algorithm, only one lognormal is 
sufficient to model the data while for the Sigma-lognormal algorithm, multiple lognormals are needed. 
 
5. Conclusion 
This work aims ultimately to produce a useful clinical tool that is able to detect early signs of specific diseases 
by analyzing handwriting-related data. The prototype presented in this paper supports the basic functionalities 
that we want to include in this work, such as the simple stroke and triangle shape tests. It also supports a more 
advanced function which is the detection of freely drawn triangles. Biomedical data is analyzed on a server in a 
secure way but the results still need to be interpreted and investigated. 

A big issue with this process is its duration. Using a computer with low random-access memory for the 
server, the process of computing all the data to create a results file can take up to one minute. A substantial part 
of the processing time can be attributed to the booting of some programs needed by the lognormal algorithms. 
The processing time includes the time required for data transmission, but the transmission part of the process is 
insignificant (less than a second) compared to the computation time. In real-time mobile application, such a 
delay might create user dissatisfaction. Future optimization of the lognormal algorithms and a better 
understanding of the parameters useful in the interpretation of human movement might help reducing the 
processing time. 

Overall, the goal was to create a working prototype �± a goal which was successfully reached. All the steps 
were completed, from doing a test to receiving its results, the only downfall being the processing time, which can 
be easily improved by acquiring or designing an optimized server for the required calculations. Optimizing this 
delay is one of the requirements of being able to develop a large-scale application. A number of improvements 
can also be added to the application, such as a results window that interprets the analyzed data and the creation 
of experimenter accounts that would make it possible to change specific aspects of the application. The influence 
of the interpolated sampling frequency is also still yet to be evaluated. Interpreting the resulting data for neural 
pathology will be the final significant step in this work. 
 
References 
�2�¶Reilly, C., Plamondon, R. and Lebrun, L. H. (2014). Linking brain stroke risk factors to human movement features for the 

development of preventive tools. Frontiers in aging neuroscience, 6. 
�2�¶�5�H�L�O�O�\�����&�� and Plamondon, R. (2011). Impact of the principal stroke risk factors on human movements. Human movement 

science, 30(4), 792-806. 
�3�O�D�P�R�Q�G�R�Q���� �5������ �2�¶�5�H�L�O�O�\���� �&������ �5�p�P�L���� �&�� and Duval, T. (2013). The lognormal handwriter: learning, performing, and 

declining. Frontiers in psychology, 4. 
Plamondon, R., Djioua, M. and �2�¶Reilly, C. (2009). La thŽorie cinŽmatique des mouvements humains rapides: 

dŽveloppements rŽcents.!Traitement du Signal, NumŽro SpŽcial : Le Document ƒcrit, 26(5), 377-394. 
Escalera, S., FornŽs, A., Pujol, O., Radeva, P., S‡nchez, G. and Llad—s, J. (2009). Blurred shape model for binary and grey-

level symbol recognition. Pattern Recognition Letters, 30(15), 1424-1433. 

66



 

A neurocomputational model of spinal circuitry for controlling the 
execution of arm voluntary movements 

 
Antonio PARZIALE , Jacopo FESTA  and Angelo MARCELLI 

Natural Computation Laboratory 
DIEM �± University of Salerno 

Via Giovanni Paolo II, 132 
84084, Fisciano (SA), ITALY 

 
Abstract. We present a model of the spinal cord in controlling one degree-of-freedom arm movements. The 
model includes both neural and musculoskeletal functions in an integrated framework. The model has been 
implemented by an artificial neural network coupled with a computational model of muscle publicly 
available. The experimental results show that the model is able to regulate the position of the arm and to 
mediate reflex actions by integrating commands from CNS and signals from proprioceptors. 

 
1. Introduction  
How voluntary movements of the arm are controlled by the brain is still an open question despite many studies 
on human movements have been conducted to give an answer to it. In recent years, the scientific community has 
realized that combining knowledge from behavioural studies, neurophysiological investigations and neural 
modelling is the right track to understand which processes occur within the central nervous system (CNS) and 
which is the role of the local circuitries in the spinal cord during the execution of a voluntary movement 
(Alstermark B. et al., 2007). 
 The neural structures involved in the control of movement can be roughly separated in four 
interconnected subsystems: the spinal cord system, the cerebral cortex and brainstem system, the cerebellum and 
the basal ganglia. Computational models of those systems, as for example (Contreras-Vidal et al.,1997; 
Stefanovic et. al., 2014),  are important because they allow to overcome the technical difficulties in monitoring 
the activity and the interactions of those system during normal tasks, so that physiological studies in human 
subjects are performed in controlled conditions, i.e. with the subject executes a reduced set of movements. 
Moreover, they allow to investigate pathways whose activities cannot be explored by other means. 

In this study we present a neurocomputational model of the spinal cord and the way the CNS activates 
such a circuitry for controlling arm�¶�V movements.   
 
2. The Spinal cord model 
The spinal cord subsystem includes the alpha motor neurons, which innervate the skeletal muscle fibers with 
their axons, and interneurons that are the main targets of the projections coming from the upper centers and the 
major source of the alpha motor neurons. Moreover, the spinal cord hosts the gamma motor neurons, which 
innervate intrafusal fibers for keeping the muscle spindle sensitive to stretch. 
 The spinal cord receives motor commands from the brain motor areas and sensory afferents from spindles 
and tendon organs. As in part described by (Shadmehr et al., 2005), we hypothesized that, for each muscle, there 
are five  supraspinal signals sent to the spinal cord: Driving Signal (DS), Length Control Signal (LCS), Force 
Control Signal (FCS), Gamma Static, Gamma Dynamic.  
 The DS is the motor command used by the central system for selecting the muscle to be activated and for 
modulating force and velocity of the system. 
 The LCS is a descending input carrying information about the desired value of length for a given muscle 
and it is compared with the output of the II afferent fibers related to the homonymous muscle. When the output 
of the II afferent fibers is greater than LCS an excitatory synaptic input is sent to the alpha motoneuron and the 
innervated muscle is shortened.  
 The FCS is a descending input that sets the maximum allowable force that can be generated by the muscle 
and it is compared with the output of the Ib afferent related to the homonymous muscle. When the signal coming 
from the Golgi Tendon Organs is greater than FCS an inhibitory synaptic input is sent to the alpha motoneuron 
and the activation of the innervated muscle is reduced.  
 Gamma Static is used by the supraspinal system for modulating the output of primary and secondary 
afferent fibers, while Gamma Dynamic is used for modulating the output of the primary afferent fibers. 
 The spinal networks of the prime-mover muscle and of its synergist and antagonist muscles are 
interconnected in order to locally regulate the operating point of the system. The interconnections have been 
partially derived from physiological and anatomical studies (Pierrot-Deseilligny and Burke, 2005) and are 
reported in Figure 1. In this study, a simple model has been adopted for each neuron, in particular the axonal 
output is equal to: 
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where xi is the i-th synaptic input, and wi is the related weight that could be positive or negative depending on 
whether the input was excitatory or inhibitory,  a is the gain and b is the bias. Given the network in Figure 1, we 
need to compute 64 parameters in order to define the transfer function of each neuron. To simplify the problem, 
we hypothesized that each parameter assumes the same value for all the neurons belonging to the same class (i.e. 
Ib neurons, Ia neurons, etc..), so that the number of unknown parameters dropped to 21. We used a Hill 
Climber/Steepest Descent algorithm for finding the set of parameters that satisfy the following requirements: 

�x a relation between the Driving signal  and the axonal output of the alpha motoneuron as linear as possible; 
�x if the signal from the Ib afferent fiber is smaller than the FCS the axonal output of the Ib inhibitory 

interneurons must be almost 0, otherwise it must increase with a slope equal to 1/(1-FCS). 
 

Figure 1 . Spinal circuitry. Connections ending with a fill dot are inhibitory 

  
 
2.1 The musculoskeletal model 
The musculoskeletal model used in this study is a one degree-of-freedom arm whose motion is restricted to the 
extension/flexion of the elbow. In fact, the shoulder and the wrist joints are grounded while the elbow joint is 
modelled as a hinge-like joint. The skeleton is made up of four bones: humerus, ulna, radius and hand. The 
physical parameters used for the bones are reported in Table 1. 
 

Table 1 Bones physical parameters 
 Mass Length 

Humerus 350 g 28 cm 
Ulna 200 g 22 cm 

Radius 200 g 23 cm 
Hand 500 g - 

 
 The musculoskeletal model includes three muscles: Biceps Short, Brachialis and Triceps Long. We chose 
to use Virtual Muscle (Cheng et al., 2000; Song et al., 2008) as muscle model, which combines the advantages of 
phenomenological (Hill-type) and mechanistic (Huxley-type) models. In particular, Virtual Muscle groups a set 
of phenomenological models, each of which describes the processes involved in muscle contraction. It is needed 
to specify a set of parameters for each muscle model: the properties of individual fiber type are reported in 
(Cheng et al., 2000) whereas the morphometric parameters are reported in Table 2.  
 

Table  2 Muscles physical parameters. In the last column S means Slow and F means Fast 
 Opt. Fascicle Len. Opt. Tendon Len. Max. Musculotendon Len Mass Fibers Type 

Biceps 14.75 cm 7.4 cm 32 cm 350 g 40% S., 60% F. 
Brachialis 10 cm 3 cm 18 cm 300 g 60% S., 40% F. 
Triceps 19.9 cm 9.9 cm 36 cm 500 g 60% S., 40% F. 
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Force and metabolic energy consumption are estimated by the model in response to neural excitation, muscle 
length and velocity (Tsianos et al., 2012). Virtual Muscle is equipped with realistic models of spindles 
(Mileusnic et al., 2006) and Golgi tendon organs (Mileusnic et al., 2006b) that respond, respectively, to muscle 
stretch and fusimotor control and to muscle tension. The spindle provides information about the rate of muscle 
length change and muscle length through Ia (primary) afferent fibers, and information about the muscle length 
through II (secondary) afferent fibers. Golgi tendon organs provide information about the force produced by the 
muscle during his contraction through Ib afferent. 
 Eventually, a cylindrical wrapping object is used to model the bony surfaces over which the triceps 
muscle wrap. It ensures the right calculation and application of the muscle forces produced by the muscle on the 
skeletal system. The arm model has been developed in the MSMS simulator (Khachani et al., 2008) and it is 
depicted in Figure 2.a, while Figure 2.b illustrates the connections between the supraspinal systems, the spinal 
cord, the muscles, the proprioceptors and the environment. 

 
Figure 2 . : (a) The arm model. Muscles are represented in red, the wrapping object is in blue. (b) The 

spinal circuitry block diagram 
 

         
(a)         (b) 

 
3. Experimental results 
As validation, we arranged three experiments to verify if the arm movement was appropriate when an external 
force or a load was applied and if the spinal cord model was able to control the musculoskeletal model for 
reaching a desired position. 

The first experiment verified if , without variations of the motor commands sent by CNS, the spinal 
circuitry was able to keep the position of the arm when the impulsive external force depicted in Figure 3.a was 
applied. A similar experiment was carried out on deafferentiated monkeys  to evaluate the role of spinal cord in 
the execution of a movement (Shadmehr et al., 2005). As shown in Figure 3.b, at the beginning the elbow was 
moved from the �L�Q�L�W�L�D�O���S�R�V�L�W�L�R�Q����� ���ƒ���W�R���W�K�H���G�H�V�L�U�H�G���S�R�V�L�W�L�R�Q����D=100¡ and then, after some seconds, the impulsive 
force was applied. The elbow angle showed an overshoot of 17.2¡ and an undershoot of 7.8¡ but after a recovery 
time equal to 4.8 seconds the desired angle was reached again. The same experiment was performed for different 
desired positions and the spinal circuitry was always able to keep the position after a mean recovery time equal 
to 1.19 seconds, a mean overshoot of 4.2¡ and a mean undershoot of 3.7¡.  By varying the values of Gamma 
Dynamic signals it was possible to regulate the response of the system (unpublished results). 
 The aim of the second experiment was to verify if the protective mechanism of the Golgi reflex was 
implemented by the presented spinal circuitry and if it could be modulated by varying FCS. The arm was placed 
�D�W���W�K�H���S�R�V�L�W�L�R�Q����� �������ƒ and then the FCS value of each muscle and the external weight loaded on the hand were 
modified. In particular, each muscle received the same FCS that was varied from 0 to 1 with a step size of 0.1 
while the weight was varied from 0 Kg to 10 Kg with a step size of 0.5 Kg. Given a value for FCS and for the 
weight, we evaluated if the arm kept the initial position or not. In Figure 3.c a displacement map is reported and 
the displacement was set to 0 if the arm kept the initial position, it was set to 1 otherwise. It resulted that the 
bigger was the weight the bigger had to be FCS for keeping the position of the arm. It follows that FCS can be 
used to regulate the threshold of the Golgi reflex. 
 Eventually, the aim of the third experiment was to verify if it was possible to control the arm in order to 
reach a desired position in a suitable time. We chose to model each driving signal with a square burst for which 
three parameters had to be specified: the duration t, the amplitude A and the steady state value E. The last two 
parameters range between 0 and 1 and both modulate the firing frequency of a motor unit. For the sake of 
simplicity, we hypothesized that each burst had amplitude A equal to 1, the bursts sent to the agonist muscles had 
the same duration tAGONISTS, the steady state value was equal to EAGONISTS for biceps and brachialis and it was 
equal to 0 for the triceps because its effect can be taken into account, in first approximation, with the effect of the 
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gravity. Therefore, the problem was reduced to find the parameters EAGONISTS, tAGONISTS, tANTAGONIST for each 
direction. For example, the desired position ��D=140¡ was reached setting EAGONISTS=0.40, tAGONISTS=0.40 seconds, 
tANTAGONIST=0.10 seconds, as shown in Figure 3.d.  
 

Figure 3 . (a) External force applied to the arm (b) Position of the arm before and after the external force 
(c) Effect of the Golgi Reflex when the arm lifts a load up (d) Response of the arm for reaching 140 deg. 

 
 

4. Conclusions 
We have presented a model of human spinal cord that was able to regulate the position of a 1-DOF arm by 
integrating commands from CNS and signals from proprioceptors. The experimental results confirmed that the 
presented spinal cord circuitry is able to mediate the same reflex actions showed by the human. Furthermore, the 
CNS is able to control the arm position by modulating the duration and the amplitude of the driving signals sent 
to spinal cord circuitry. Nevertheless, as shown in Figure 3.d, a desired arm position is reached in a time that is 
slower than the time spent by a human to perform the same movement. The slowness of the system is due to the 
simple scheme adopted to modulate the three driving signals, and therefore, in the future, we will investigate the 
behaviour of the system when a different time evolution for the five control signals is adopted. Eventually, the 
realism of the simulated system will be evaluated with other experiments, as for example by verifying that 
simulated movements show a velocity profile that fits the real one. 
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Abstract. This paper presents the early work, done in the context of the IntuiScript project, on handwriting 
quality analysis. This IntuiScript project aims at developing a digital workbook to help with teaching children 
how to handwrite. To do so, we must be able to analyse their handwriting, to evaluate if the letters are 
correctly written, and to detail what aspects of the child symbols �± letters, numbers, and geometric forms - do 
not correspond to the teacher models. We use an online fuzzy model to easily build target models, and to 
automatically evaluate the adequacy of children letters to these reference models, with respect to different 
aspects: symbol shape, drawing direction and stroke order for example. 

 
1. Introduction 
This paper presents the early work, done in the context of the IntuiScript project (http://intuiscript.com/), on 
handwriting quality analysis. As opposed to symbol recognition, where one wants to assign a label to unknown 
characters, we want here to analyse how a known character fits its label model, in term of shape, direction, stroke 
order, speed, fluidity, etc. 
 This IntuiScript project aims at offering an advanced digital writing learning experience at school by 
using tablet and tactile digital devices (with finger touch and stylus). The objective is to develop a digital 
workbook for teaching literacy to children between 3 and 7 years old. We especially focus on teaching how to 
properly form and write cursive letters (Falk et al, 2011). The main advantage that the IntuiScript project brings 
is ideally improving current educational practices by providing digital learning tools that can be modelled by the 
teacher and customized according to each student learning progress. The project is backed up by an educational 
team representing the whole region of Brittany (5 million population), and 1,000 primary school students from 
Brittany will participate in the project experimentation. Figure 1 shows a first application to create writing 
exercises and analyse drawn symbols.  

(a)    (b)    (c) 
Figure 1: Illustration of the concept of writing quality automatic evaluation.  

 
 The problem we tackle here is to quantitatively evaluate a cursive symbol with respect to a reference 
model (Kulesh et al, 2001; Li-Tsang et al, 2013). In order to be able to teach children how to write, we must be 
able to analyse their handwriting, to evaluate if the letters are correctly written, and to detail what aspects of the 
child letters do not correspond to the teacher models. This problem is completely different from the classical task 
of character recognition, where the challenge is to determine to which class data samples belongs. In our case, 
we already know data labels, because children were asked to draw a specific letter, but we want to evaluate how 
close is this drawn letter to the reference model, and for which aspects it does not.  
 Our objective is to be able to analyse and evaluate handwritten symbols, with regards to reference 
models, and for multiple aspects. A correctly handwritten gesture is characterised by several aspects: first its 
shape, but also its drawing direction and order, its speed and its fluidity for instance. For each these aspects of 
the analysis, we use a specific feature set, specially designed to capture the desired aspect. In this paper, we 
present three different feature sets define a priori to analyse three aspects: the shape, the order and the direction. 
With those feature sets, we use an analysis system we built from an evolving fuzzy classifier. It allows to easily 
define reference models from few data samples to customize the writing exercises to the children. Then, the 
analysis system can be used to evaluate drawn gestures, regarding a specific feature set, and finally give a 
confidence score, regarding the specific aspect of the feature set. 
 This paper is organized as follows. Next Section briefly presents the Fuzzy Inference System we use to 
recognize and analyse cursive letters. Section 3 details the features and the confidence measure we use to 
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evaluate writing quality with respect to the teacher models. Section 4 shows qualitative examples and 
experimental results. Finally, Section 5 concludes this paper and presents future work. 
 
2. Evolving Fuzzy Inference System 
 
In this section, we present the architecture of the evolving Fuzzy Inference System named Evolve (Almaksour 
and Anquetil,  2011) that we use to analyse children handwriting. This system is derivable to obtain different 
specific analysis, with respect to various criteria, as we will detail in Section 3. 
 The system we use to analyse handwriting is an evolving Fuzzy Inference System, which was originally 
designed for online characters recognition. It can start learning from few data and then learns incrementally in 
real time from the run-time data flow, to adapt its model and support class adding during its use. We take 
advantage of these characteristics to design our handwriting analysis system. The fact that very few data are 
required to initialise the system, two or three samples per class, allows the teacher to easily define personalized 
exercises for each pupil. In the same way, new exercises with new classes, new letters/numbers/symbols, can 
easily be added at run-time. The evolving nature of the system allows to incrementally learn the specific model 
of the child handwriting as it improves. It enables to observe children progresses, by watching their models 
becoming closer to the teacher reference model. 

Figure 2:  The fuzzy analysis system displayed as a neural network. 
 

 A fuzzy inference system is a set a fuzzy if-then rules. Rule premises are membership to clusters of the 
feature space. Those clusters (C(i)) model the data distribution, each cluster represents the prototype of a symbol 
class (yi). The premises can easily be used to evaluate the adequacy of a symbol to existing class models. Rule 
conclusions are linear functions ����i

(j)) of the input (x) that give membership degrees to all classes (y1, ..., yc). 
Those linear functions allow to improve the discriminative power of the system by increasing the precision of the 
class fuzzy boundaries between the prototypes. The conclusions can also be used to evaluate the difference 
between a symbol and existing classes. 
 
3. Confidence Measure and Feature Sets 
In order to compare a letter sample to the reference model, a common approach is to use the recognition 
confidence as a quality measure (Gao et al, 2011). To be more precise, we use here a compound measure that 
fuses information from two inner measures: an absolute and a relative confidence measure. The absolute 
confidence measure evaluates the similarity between a data sample and system corresponding model, and allow 
to measure data resemblance to expected symbol. 

 
absolute_confidence(x(k)) = 1/(1+mahalanobis_distance(x(k), C(k)))   (1) 

 
 The relative confidence measure enables to assess system confusion between the different models, and 
can be used to evaluate data difference to other symbols.  

 
relative_confidence(x(k)) = (y(k) �± max(y(p), p<>k)) / max(y(p), p<>k)                                      (2) 

 
 Both aspects are complementary in the analysis of handwriting, characters have to as close as possible 
to the reference model, and as different as possible to other models of different symbols. We fuse both measures 
to take advantage of both aspects in our analysis. 

72



 This work is based on the Heterogeneous Baseline Feature Set HBF49 (Delaye and Anquetil, 2013), 
which is a unified feature representation for universal online symbol recognition. This feature set aims at being 
the most general and multi-purpose possible, it is able to describe any kind of symbol, either single stroke or 
multi-stroke. In particular, some of its features are sensitive to orientation and stroke order, which is very 
interesting for handwriting quality analysis. HBF49 is an excellent baseline to analyse cursive symbols from a 
general point of view, it gives a synthetic score representing the general quality. 
 In order to be able to evaluate handwritten symbols with regards to different aspects, we selected a 
priori some specific features from HBF49 to allow a precise analysis of some particular aspects of the 
handwritten symbols. A first specific feature set (FS 1), that contains symbol length, bounding box angle and 
zoning features, was designed to evaluate symbol shapes. A second (FS 2), containing extremities coordinates, 
the initial angle and the first to last point vector, was designed to asses symbol stroke drawing order. Finally, a 
last feature set (FS 3) was designed, with the down stroke proportion, the average direction and the absolute and 
relative orientation histograms, to estimate symbol drawing direction. Table 1 summarized feature sets 
composition, using HBF49 feature numbering. 
 

Feature Set Features 
HBF49 F1 to F49 

FS 1 (shape) F15, F16, F17, F32 to F40 
FS 2 (order) F1 to F7 

FS 3 (direction) F13, F24 to F31 
 

Table 1:  HBF49 features used in the specific feature sets. 
 
4. Experimentation 
This Section presents the first experimental results that we obtained with our method, and our three specific 
features sets, to analyse handwritten symbols. 

 
Figure 3:  Global analysis score (using HBF49 only). 

 
 Figure 3 shows a screenshot of our demo application, for the IntuiScript project, that provide a global 
analysis score using the HBF49. One can see on the first and third lines that the global score decreases as the 
letters deteriorates. The second line shows a red feedback when symbols are not recognized as the one that was 
asked. 

 
Figure 4:  Confidence values for FS 1 (shape) for some 'A' samples. 

 
 Figure 4 presents the evolution of the shape sensitive score obtained with the first specific feature set. 
The obtained quality measure is shape sensitive, but indifferent to drawing direction or stroke drawing order for 
example. As a result, the computed score only depends on the symbol shape, and increases as the shape improves  
and moves closer to the teacher model. This evolution shows the effectiveness of our shape oriented measure to 
rank poorly drawn symbols. 

53% 
 

58% 66% 79% 96% 

Symbol recognition: drawn symbol is 
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Figure 5:  Confidence of each feature set for the four datasets.  
 
 Finally, Figure 5 is a plot of the different evaluation scores obtained with the three specific feature sets and 
HBF49, for four different datasets. First dataset contains badly shaped data samples. The second dataset contains 
goodly shaped symbols, but with wrong drawing orders. The third dataset contains data samples that were drawn in 
wrong directions. Finally, the fourth data set comprises various symbols with at the same time a wrong shape, 
incorrect drawing order and drawing directions.  
 
 As a result, the averaged evaluation score obtained with the first feature set, sensitive to shape, is low on the 
first and last datasets, but quite high on the second and third. Similarly, the drawing order oriented feature set yield 
poor scores on the second and last datasets, but better scores on the first and third. Finally, the feature set evaluating 
the drawing direction gives lower scores on the two last datasets than on the two first. This experiment highlights the 
specificity of each feature set on the corresponding datasets, and demonstrates the effectiveness of our method to 
evaluate handwritten symbols quality regarding different criteria. 
 
5. Conclusion 
This paper has presented a new method to evaluate handwritten symbols, letters as well as numbers or any 
geometric form, with the help of online fuzzy models. Those reference models can easily be customized by the 
teacher to adapt to the child difficulties. 
 Our method takes advantage of our fuzzy inference system generative and discriminative capacities to 
evaluate handwritten symbols, with respect to the used feature set. We have presented here three specific feature 
sets to analyse symbol shape, drawing order and direction. Additionally, various other feature sets can be 
designed to analyse cursive writing with other criteria using our method.  
 Future work will focus on designing several other features and feature set to widen the quality analysis 
we are able to perform. In particular, we plan to investigate automatic feature selection algorithm to fasten and 
improve feature set design. 

 
References 
Almaksour, A., Anquetil, E., 2011. Improving premise structure in evolving Takagi-Sugeno neuro-fuzzy classifiers. Evolving 

Systems 2, 25�±33. doi:10.1007/s12530-011-9027-0 
Delaye, A., Anquetil, E., 2013. HBF49 feature set: A first unified baseline for online symbol recognition. Pattern Recognition 

46, 117�±130. doi:10.1016/j.patcog.2012.07.015 
Falk, T.H., Tam, C., Schellnus, H., Chau, T., 2011. On the Development of a Computer-based Handwriting Assessment Tool 

to Objectively Quantify Handwriting Proficiency in Children. Comput. Methods Prog. Biomed. 104, e102�±e111. 
doi:10.1016/j.cmpb.2010.12.010 

Gao, Y., Jin, L., Li, N., 2011. Chinese handwriting quality evaluation based on analysis of recognition confidence, in: 2011 
IEEE International Conference on Information and Automation (ICIA). pp. 221�±225. 
doi:10.1109/ICINFA.2011.5948991 

Kulesh, V., Schaffer, K., Sethi, I.K., Schwartz, M., 2001. Handwriting Quality Evaluation, in: Proceedings of the Second 
�,�Q�W�H�U�Q�D�W�L�R�Q�D�O�� �&�R�Q�I�H�U�H�Q�F�H�� �R�Q�� �$�G�Y�D�Q�F�H�V�� �L�Q�� �3�D�W�W�H�U�Q�� �5�H�F�R�J�Q�L�W�L�R�Q���� �,�&�$�3�5�� �¶�������� �6�S�U�L�Q�J�H�U-Verlag, London, UK, UK, pp. 
157�±165. 

Li -Tsang, C.W.P., Wong, A.S.K., Leung, H.W.H., Cheng, J.S., Chiu, B.H.W., Tse, L.F.L., Chung, R.C.K., 2013. Validation 
of the Chinese Handwriting Analysis System (CHAS) for primary school students in Hong Kong. Research in 
Developmental Disabilities 34, 2872�±2883. doi:10.1016/j.ridd.2013.05.048 

74



Evaluation of Different Handwriting Teaching Methods by  
Kinematic and Quality Analyses 

 
�3�L�H�U�O�X�L�J�L���'�¶�$�1�7�5�$�6�6�, a, Paola CESCHIA b, Carmen MANDARINO b, Iolanda PERRONE c and  

Agostino ACCARDO a 
a Dept. of Engineering and Architecture, University of Trieste, 34127, Via Valerio, 10, Trieste (TS), ITALY 

b Primary School, Don Milani, Via Don Milani, 4, 20063, Cernusco sul Naviglio (MI), ITALY 
c Department of Development Age, ULSS 7, Via Lubin, 16, 31053, Pieve di Soligo (TV), ITALY 

pierluigi.d'antrassi@phd.units.it, accardo@units.it 
 

Abstract. Handwriting difficulties represent a common cause of underachievement in children education and 
low self-esteem in daily life. The analysis of handwriting could be an important tool for the evaluation of a 
teaching method in order to assess its efficacy in preventing dysgraphia. We performed a comparative 
analysis of the traditional handwriting method and the alternative Terzi's approach in pupils at the end of 
primary school, when cursive skills should have been achieved.  
Qualitative and kinematic parameters were considered: the first ones were calculated as a visual analysis of 
written texts (by using check-lists and scales regarding qualitative, postural and pen grasp aspects), while the 
latter ones were automatically extracted through digitizing tablet acquisitions. Results showed significant 
differences concerning handwriting quality and dynamic movement in pupils handwriting depending on the 
teaching method applied. 

 
1. Introduction 
A large number of school-aged children have difficulties with handwriting. Dysgraphia is one of these: it 
consists in a learning disability that often involves a written illegible product. Problems like this can affect not 
only their self-esteem, but also their school performance and everyday life in the future. (Losse & al., 1991; 
Skinner & al., 2001; Cummins & al., 2005). 

The increase in worldwide percentage of children with writing difficulties may be caused by: increasing 
use of modern technologies (SŸlzenbrŸck & al., 2011); lacking cursive instruction for elementary school students 
(Hanover Research, 2012); inappropriate teaching methods and failure to det�H�F�W���F�K�L�O�G�¶�V���G�L�I�I�L�F�X�O�W�L�H�V�����0�D�U�W�L�Q�V���	��
al., 2013). In order to evaluate teaching methods and identify handwriting problems like dysgraphia, the 
approach usually performed includes two different analysis. The first one is related to digitally recorded writing 
samples, using characteristic parameters that measure the specific kinematic features (Accardo & al., 2014); the 
second one is a visual analysis of the written product for a qualitative evaluation of handwriting goodness 
(Genna et al., 2015). 

In this paper, involved teaching handwriting methods are the traditional ones and the Terzi�¶�V approach 
(Terzi, 1995). Ida Terzi was a primary school teacher at the institute of blind people in Reggio Emilia, Italy, in 
the first half of the 1900s. She proposed a space-time method which aim was �W�R���G�H�Y�H�O�R�S���V�W�X�G�H�Q�W�V�¶���S�H�U�F�H�S�W�L�R�Q���R�I��
the body moving in space. Information from personal (body perception), peri-personal (objects manipulation) 
and extra-personal (environment) spaces are mixed up in order to facilitate perceptual consistency and transition 
from unconscious to conscious use of the body in motion. In Terzi�¶�V approach blindfolded pupils experience on 
the wall the graphic symbol with large movements of the arm and hand by their teacher aid; then they 
independently reproduce the motor representation on the wall and at a later stage on large sheets with brush and 
colour, shifting from a vertical plane to a horizontal one. At last, letters are reproduced, with decreasing size, in 
elliptical patterns, in squares of 0.5 cm and finally in ruled paper of their specific classes. Instead, in the 
traditional handwriting programs, instructions about letters formation take place as a group activity rather than as 
an individualized one. Teacher requires children to observe from blackboard or books the shape of letters, to 
remember them, and to transfer on their copybook what their visual memory stored. 

The aim of this work is to compare the traditional way to teach writing with the experimental space-time 
method of Ida Terzi during the last year of primary school, when cursive skills should have been achieved. 
 
2. Materials and methods 

Participants. The present study provides the enrollment of 20 pupils (7 male and 13 female) for each 
�F�O�D�V�V�U�R�R�P���D�Q�G���W�K�H�U�H�I�R�U�H�� �I�R�U���H�D�F�K���W�H�D�F�K�L�Q�J���K�D�Q�G�Z�U�L�W�L�Q�J���P�H�W�K�R�G���� �W�K�H���³�'�R�Q���0�L�O�D�Q�L�´�� �S�U�L�P�D�U�\�� �V�F�K�R�R�O�� �R�I�� �&�H�U�Q�X�V�F�R��
�V�X�O���1�D�Y�L�J�O�L�R�����W�K�D�W���I�R�O�O�R�Z�V���W�K�H���,�G�D���7�H�U�]�L�¶�V���P�H�W�K�R�G����experimental group labelled with CE) and the primary school 
of Pioltello, that instead uses the traditional teaching method (control group, labeled with PI). The analysed 
acquisitions were made at the end of the 5th grade, the last year of cursive handwriting classes. All subjects were 
Italian mother-tongue, right-handed, with no handwriting problems or organic pathologies, and belonging to the 
same area with medium socioeconomic status. 

Tests. Kinematic and qualitative handwriting evaluations were mainly based on two tests that require 
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adequate linguistic competences and cursive writing skill. These tests consist in writing in accurate (A test) and 
in fast (F test) mode the following Italian sentence: In pochi giorni il bruco divent˜ una bellissima farfalla che 
svolazzava sui prati in cerca di margherite e qualche quadrifoglio ���P�H�D�Q�L�Q�J�� �³In a few days the caterpillar 
became a beautiful butterfly fluttering on the lawns in search of some daisies and clover�´������ �7�K�L�V��sentence was 
constructed with the aim of containing all the letters of the Italian alphabet and several phonological rules. 

Processing and statistical analysis. In order to evaluate differences between the two teaching methods, 
qualitative and kinematic parameters were separately processed for each test. 

Hand-motor performance quantification was undertaken with special regard to the basic writing elements: 
strokes and components assessment (Van Galen, 1998). A proprietary MATLAB program (Genna & al., 2011) 
was used to perform this analysis. Strokes were identified as segments between points of minimal curvilinear 
velocity, as suggested by the bell-shaped velocity profile theory (Djioua, 2009). Components were identified as 
the written tracts between two consecutive pen lifts. 

In order to provide information on the level of automation and fluency achieved by a child, a series of 
kinematic and static parameters were calculated and analysed for each test (Rosenblum, 2006): duration, length, 
mean and peak of curvilinear, horizontal and vertical velocity evaluated for the whole written track, components 
and strokes; pen lift duration; number of components, strokes and letters per second and per unit space. 

About qualitative analysis, a manual approach was used (Genna & al., 2015): an evaluation scale based 
on a new neuromotor model of handwriting production. In order to define the TQSs (total quality scores), the 
ratio between the number of errors made and the maximum number of the possible ones for each parameter was 
evaluated. In addition, this normalized scores was weighed through the AHP method to guarantee an objective 
evaluation of handwriting goodness. 

For both qualitative and kinematic parameters, the significance of difference between PI and CE group 
score was evaluated by means of the Wilcoxon test for independent samples. In order to identify the most 
significant parameters, in terms of difference between groups, stepwise regression with forward selection was 
used in both A and F tests. 
 
3. Results and discussion 
Results were obtained from kinematic and qualitative analysis: the writing process is "stressed out" to evaluate 
the speed of handwriting and the quality of the graphics performance. 

Kinematic analysis. Starting from the digitally recorded writing samples of each student, kinematic and 
static parameters, relative to the whole written track and its components and strokes, were estimated. The first 
step has been the evaluation of the statistically significant differences (p-values<0.05) between results of two 
groups arising from the application of the Wilcoxon test for independent samples. 
 
Table 1. Mean±1SD of most significant full track parameters calculated in both A and F test for CE and PI groups. 
 

 A test F test 
Track Parameters CE PI p-value CE PI p-value 
Whole duration (s) 97±16 128±28.3 < 0,0001 74.4±11.5 76±9.4 n.s. 
Whole length (mm) 1262.8±223.2 1451.8±205.4 < 0,02 1365.3±269.3 1505.9±239.6 n.s. 
Curvilinear vel (mm/s) 18.6±4.7 21±6.7 n.s. 25±5.2 32.9±6.2 < 0,0002 
Horizontal vel (mm/s) 8.9±2.3 10.9±3.8 n.s. 12.4±2.5 17.8±4.1 < 0,0001 
Vertical vel (mm/s) 13.9±3.9 14.8±4.7 n.s. 18.1±4.3 22.3±4.4 < 0,004 
Whole pen lift durn. (s) 28±9.1 55±17 < 0,0001 19.2±6 30±8.5 < 0,0002 
#Components 57.4±17.3 103.8±21.7 < 0,0001 55.7±17.6 97.1±20 < 0,0001 
#Strokes 431.2±41.7 485.7±85.8 n.s. 381.4±43.1 365.8±40 n.s. 
#Components/#Letters 0.5±0.2 1±0.2 < 0.0001 0.5±0.2 0.9±0.2 < 0.0001 
#Strokes/#letters 4±0.3 4.5±0.8 n.s. 3.6±0.4 3.4±0.3 n.s. 
#Letters/cm 0.89±0.15 0.76±0.1 < 0,01 0.81±0.15 0.73±0.12 n.s. 
#Letters 108.8±3.4 107.8±0.5 n.s. 107.1±4.2 106.7±3.2 n.s. 

 
In fast modality, the two groups use the same time to write the sentence. The control group (PI) is 

significantly faster with the pen on the paper than CE group but spend more time during pen lift.  
In accurate modality, the experimental group (CE) ends the test in less time than PI. The control group 

finds greater difficulty in accurate writing indeed they spend significantly more time during pen lift respect CE 
group and respect itself in the fast modality. 

A greater pen lift duration is related to a bigger number of components and, as the number of letters is the 
same between groups, it entails a higher level of fragmentation in letters execution (#Component/#Letters) for 
the control class. Components are the written tracts between two consecutive pen lifts, therefore the minimum 
number expected is equal to the number of words plus the number of �³�L�,́ �³t�´, �³z�´, �³˜ �´, that is, those characters 
which need a pen lift for their completion (in our sentence the minimum #Components is 40). 
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Kinematic analysis shows that PI students need more time to organize the graphomotor task (greater pen 
lift) and struggling more to tie together the letters smoothly (using one component per letter). CE students spend 
less time during pen lift because they have successfully automated the graphomotor process and the ligation 
process between letters (on average, one component every two letters). 

By means stepwise regression was possible to detect the most significant parameters for both tests: 
number of components and strokes for A test and mean length, mean vertical velocity and mean horizontal 
ascendant velocity of components for F test. 

Qualitative analysis. A similar analysis was performed on the 16 qualitative parameters in terms of TQS 
(Genna & al., 2015). Table 2 represents the most statistically significant parameters in which the two schools 
was compared. The p-values indicate significance of the difference between samples in terms of error rate. 
 

Table 2. Mean±1SD of most significant qualitative parameters (TQSs) calculated in both A and F tests for each 
sample. a: posture area; b: handgrip area; c: sheet graphic space area; d: row graphic space area; e: 

graphomotor patterns area 
 

 A test F test 

 
CE PI p-value CE PI p-value 

Total error score 0.076±0.016 0.116±0.023 < 0.0001 0.082±0.02 0.354±0.086 < 0.0001 
a.1. Inefficient posture 0.004±0.006 0.009±0.005 < 0.003 0.004±0.006 0.009±0.005 < 0.003 
b.2. Inefficient handgrip 0.015±0.011 0.027±0.013 < 0.005 0.015±0.011 0.027±0.013 < 0.005 
c.1. Variability of the left alignment 0.001±0.003 0.001±0.004 n.s. 0.001±0.004 0.013±0.007 < 0.0001 
d.1. Irregular word spacing 0.008±0.009 0.015±0.011 < 0.03 0.007±0.008 0±0 < 0.0001 
d.2. Letter collisions 0.001±0.002 0.001±0.001 n.s. 0.002±0.002 0.021±0.015 < 0.0001 
d.3. Max variation of letter size 0.022±0.007 0.028±0.008 < 0.02 0.023±0.009 0.001±0.001 < 0.0001 
d.4. Wrong letter size 0.005±0.002 0.006±0.003 n.s. 0.004±0.002 0.11±0.043 < 0.0001 
e.1. Wrong graphomotor pattern  0.008±0.006 0.013±0.007 < 0.02 0.01±0.008 0±0 < 0.0001 
e.2. Dysmetria in letters execution   0.003±0.003 0.007±0.005 < 0.007 0.004±0.004 0.014±0.008 < 0.0001 
e.3. Self-corrections of grapheme written  0±0.001 0±0 < 0.003 0±0.001 0.121±0.041 < 0.0001 

 
Total error score of PI group is higher (then worst) than CE group for both accurate and fast modalities of 

execution in the handwriting context. Comparing the two tests, the experimental group obtained almost the same 
total quality score; unlike the control group has a slightly greater number of errors switching from accurate 
modality to the fast one. It is useful to observe the single sub-areas, and then their relative sub-criteria, to better 
understand the specific differences between the two groups. 

About peripersonal space, CE group keeps a better posture and handgrip than PI group.  
In accurate modality, other significant differences between CE and PI group are present in the row 

graphic space and graphomotor patterns areas. Indeed, CE group keeps a more regular word spacing, a better 
letter size uniformity, more correct graphomotor patterns and less dysmetria in letters execution. Besides that, 
switching to F test, more significant differences are detected. Increasing handwriting speed, PI group makes 
more errors unlike CE group. 

 
A test 

 

F test 

 
 

Figure 1.  Loading PCA plot obtained in A and F tests using first all qualitative parameters and then those 
selected by the stepwise regression. Circle: Terzi�¶�V Method subjects (CE); Triangle: Control Group (PI). 
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After comparing the two schools for each qualitative parameter, principal component analysis (PCA) has 
been carried out, considering first all qualitative parameters and then only a part of them, selected by stepwise 
regression. Loading PCA plot (Figure 1) shows the weights for variables calculated for both groups and in 
relation to the first two PCA components. 

Principal Component Analysis (PCA) in A test, conducted using first all parameters for each qualitative 
criterion and then only those selected by stepwise regression (inefficient posture and handgrip, irregular word 
spacing, wrong graphomotor pattern), shows that the first two components have an associated explained 
variance of 33.3% in the first case and 62.2% in the second case. PCA for F test, computed on all parameters and 
on selected parameters through stepwise regression (letter collisions, fluctuations on the line, maximum variation 
of letter size, wrong letter size, wrong graphomotor pattern, self-corrections), shows an explained variance of 
the first two PCA components of 54.4% and 80%. For both A and F test, using PCA on selected parameters, 
groups are more distinguishable. 
 
4. Conclusion 

Results confirm the hypothesis of a better qualitative performance from pupils who use the Terzi�¶�V��
method. Comparing the two tests, the experimental group maintains almost the same quality; unlike the control 
group has a slightly greater number of errors switching from accurate modality to the fast one. In the evolutional 
development of the calligraphy, CE students have achieved a balance between accuracy and speed performances. 
PI students, from a kinematic point of view, spend more time with pen off the paper to organize the correct 
graphomotor pattern. In addition, PI students have a less fluent handwriting. PI student make a pen lift every 
letter, registering a greater number of components.  

�6�L�Q�F�H���H�D�U�O�\�� �\�H�D�U�V���R�I�� �V�F�K�R�R�O���� �7�H�U�]�L�¶�V���P�H�W�K�R�G���P�D�N�H�V��a more readable and accurate writing and this result 
could surely support prevention from dysgraphia, although at the expense of movement fluency. The automation 
of accurate movements is facilitated paying special attention to improve handgrip of the writing tools used. 

In the other hand, the tools deployed for the kinematic and qualitative analysis of handwriting are a good 
way to quantitatively evaluate graphomotor performance and can be also used in teaching methods evaluation. 
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Abstract. This paper deals with the study of the kinematic dimension of scribbling activities executed by 
kindergarten children aged from 3 to 6 years old from three grades. For this purpose, three sigma-lognormal 
features, six classical ones and one hybrid feature related to visuo-motor skills are extracted from scribbles realized 
using five different Type Grib. The statistical analysis of these data illustrates that sigma-lognormal modeling can 
satisfactorily reconstruct kindergarten �F�K�L�O�G�U�H�Q�¶s scribbles. Moreover, this preliminary study confirms that there 
are significant differences between grades with respect to six of the features we studied, regardless of the nature 
of the scribbling movement made by children. These features are related to rapidity, fluidity and precision of linear 
and curvilinear movements used for scribbling tasks. 
 
1. Introduction 
Scribbling is a spontaneous graphical ability manifested by children in early childhood. According to Lurcat 
(1988), children acquire this pre-writing ability when they are about 18 months old. Families do not systematically 
encourage this first manifestation of interest for graphical expression on all accessible surfaces. It is also not 
systematically given attention in kindergarten, where programming must focus on preparing children to learn 
handwriting.  

In French and Kriol  respectively, words like gribouillage and makakri, used to refer to �F�K�L�O�G�U�H�Q�¶s scribbles, 
have an inherent negative connotation. Moreover, they reveal �D�G�X�O�W�V�¶ judgments regarding scribbles, which are 
essentially related to the esthetics and meaning of the trace which is produced on the surface chosen by the young 
scribbler. The motor dimension of scribbling is neglected.  
 However, we hypothesize that scribbling process can provide relevant and useful information on the 
development of young �F�K�L�O�G�U�H�Q�¶�V early abilities to control their graphical movements and on the progress of their 
hand-eye coordination skills. For a first verification of this hypothesis, we carried out a four-month longitudinal 
experiment in a kindergarten school, entitled �³Y a �W�¶�L�O un copilote ˆ bord �"� ́���³Is there a co-pilot on �E�R�D�U�G�"�´���� 

This paper studies the kinematic dimension of various categories of scribbling movements which were 
recorded during the study. Its purpose is to determine if  such dimensions can help distinguish between the levels 
of movement control achieved by kindergarten children according to their grade, regardless of the Type Grib. In 
section 2, we provide information on the participants, the tasks and the experimental conditions. In section 3, we 
details the feature extraction process. In section 4, the preliminary results of the statistical analysis of six classical 
kinematic features and four sigma-lognormal features are discussed. These results are related to 2 questions: Can 
sigma-lognormal modeling satisfactorily reconstruct �F�K�L�O�G�U�H�Q�¶s scribbles? Do the values taken by some classical 
or sigma-lognormal features depend on kindergarten grade, or do they depend on the scribbling strategies?!
 
2. Participants, tasks and conditions of realization 
Sixty children took part in this experiment, from three kindergarten grades called �µPetite Section�¶ (PS), �µMoyenne 
Section�¶ (MS) and �µGrande Section�¶ (GS). Table 1 shows their distribution by gender and grade. PS pupils were 
3-4 years old. They had 6 months of graphomotor preparation lessons (during classroom), while MS ones were 4-
5 years old with 18 months of preparation. GS pupils were 5-6 years old with 30 months of preparation lessons. 
 

Table 1. Distribution of participants according to gender (F, M) and grade (PS, MS, GS). 
 GS MS PS Total 
F  12 (20%) 9 (15%) 8 (13%) 29 (48%) 
M 17 (28%) 4 (7%) 10 (17%) 31 (52%) 
Total 29 (48%) 13 (22%) 18 (30%) 60 (100%) 

 
Each child was brought from their classroom to the experiment room by the accompanying experimenter. The 
child was asked to execute five scribbles according various Type Grib: S1, S2, S3, S4 and S5. The first one was 
spontaneous (S1) without any constraint on the type of movement. The second scribble (S2) was to produce only 
linear strokes all over the sheet of paper. The third (S3) was the same as S2, but the pupil was asked to draw as 
fast as he could. Next, for the S4 and S5 tasks, the children were asked to use only curved movements to draw 
their scribbles all over the sheet of paper and S5 had to be realized faster than S4.  
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For each of these productions, the pupil was asked to begin their scribble when they heard a randomized 
audio signal. They were asked to produce 20 seconds of scribbling trying to keep the pen down for the entire 
period. During the online acquisition of the �F�K�L�O�G�¶�V scribbling movements, the experimenter took a seat in front of 
a computer and the child sat in front of a digitizing tablet according to the configuration shown in Figure 1. The 
experimenter verified that the child was correctly seated and that they felt comfortable writing on the tablet.  
 

 
Figure 1. Workstation used at the kindergarten for the experiment session 

 
To ensure that the task had been properly understood, the experimenter showed the requested movement with his 
fingertip systematically before each child had to execute a new Type Grib. The numbers of scribbles, which were 
recorded for each condition, are provided in Table 2. 
 

Table 2. Numbers of scribbles recorded by grade and gender for each condition: S1, S2, S3, S4 and S5. 

Type Grib GS MS PS All  grades 

F M F M F M  

S1 12 16 9 4 8 10 59 
S2 11 15 6 3 6 9 50 
S3 11 17 9 3 7 9 56 
S4 12 17 8 4 7 10 58 
S5 11 17 8 4 8 9 57 

All   types 57 82 40 18 36 47 280 

 
3. Feature extraction from scribbles 
In the present study, we focus on two sets of features that can be called the classical dynamic set and the sigma-
lognormal set. The extraction process is illustrated in Figure 2. First, for each scribble, the raw data are digitized 
by the !"#$%&'()*$+  tablet with a sampling rate of 200 Hz. The pressure ,-) ) and the two-dimensional position 
-.-)/0&1-)// of the pen tip are recorded using 234")56"+ software for 10 seconds from the fifth second of scribbling. 
Next, on the basis of these raw data, six classical features are computed.  

Figure 2 provides also the names of the classical features in bold fonts and those of the sigma-lognormal 
in Italics. The six classical features correspond respectively to (1) the length of the trajectory of the pen tip on the 
surface of the tablet, (2) the surface scribbled by the child, (3) the value of the pen-up duration, (4) the number of 
velocity peaks, (5, 6) the values of the maximal and minimal pressure on the pen tip. These features have already 
shown their usefulness in characterizing the degree of visuo-motor maturation (Rosemblum et al. 2003, Chartrel 
and Vinter 2010). 

Th#&,!J;e preprocessing software %= used to convert the raw date file into HWS format. The ScriptStudio 
software!use= these inputs to estimate three sigma-lognormal features. As illustrated in Figure 3, ScriptStudio 
conducts sigma-lognormal modeling which describes the velocity of planar movements (e.g. handwritten 
trajectories) as a vector summation of neuromuscular components that have a weighted and time-shifted lognormal 
velocity profile and a circle-arc trajectory. The mathematical definition of this model has been described and 
explained numerous times. Interested readers can refer to the relevant technical publications for mathematical 
details (Plamondon and Djioua 2006, �2�¶�5�H�L�O�O�\ and Plamondon 2009).  
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Figure 2. Feature extraction process. Bold type indicates classical features, Italic font indicates sigma-

lognormal features and Roman type indicates hybrid feature. 
 
Our analyses used features extracted from this segmentation process: the signal-to-noise ratio of the 

reconstruction process ���2�¶�5�H�L�O�O�\ and Plamondon 2009), the number of basic lognormal strokes used for modeling 
((78$9), and the ratio of these two variables (:;<=(78$9 ). This last variable reflects the �Z�U�L�W�H�U�¶�V ability to make 
regular movements. It is a good global indicator of the graphomotor performance of a given writer. Altogether, 
these variables are considered to index the lognormality of the produced movements, a concept similar to 
movement smoothness (Plamondon et al 2013).  

Lastly, we have introduced a new feature which is built from a classical one and a sigma-lognormal one. It 
is the SNR ratio divided by the length of the trajectory produced by the inking pen tip on the sheet of paper.  

 
 

 
Figure 3. Example of a �F�K�L�O�G�¶ scribble (in blue) and its Sigma-Lognormal reconstruction (in black). 

 
4. Statistical analysis of the features 
ANOVA tests, Kruskal-Wallis tests and PCA analyses were carried out on the dataset consisting of 10 features in 
order to respond to the questions considered in the introduction section. Results are presented in the followings. 
 
4.1 Reconstructing �F�K�L�O�G�U�H�Q�¶ scribbles using Sigma-lognormal modeling  
To answer the first question (Can sigma-lognormal modeling satisfactorily reconstruct �F�K�L�O�G�U�H�Q�¶s scribbles?), we 
calculated the SNR histogram for all the scribbles (Figure 4). This distribution corresponds to SNR values before 
correction of the speed values at the beginning and the end of the truncated 10-second signal. 85% of the scribbles 
have an SNR greater than 15db and 58% of them have an SNR greater than 18db. The 15dB value has often been 
judged as sufficient to analyze elderly adults with declining handwriting (Plamondon et al. 2013, Woch et al 2011) 
and young �F�K�L�O�G�U�H�Q�¶s productions of pattern movements (Duval et al. 2013). On this basis, we used the same 
threshold here to produce our statistical study of the behaviours of the sigma-lognormal features in conjunction 
with the classical ones.  
 
4.2 Grade and on Type Grib impact features 
The non-parametric and parametric statistical tests used to study the effects of the two factors, Grade and Type 
Grib, with respect to the 10 classical and sigma-lognormal features, reveal a significant effect for most of those 
features. Besides, systematically, when an effect of Type Grib is significant, grade has a significant effect too.  
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Figure 4.  SNR distribution. 

 
 

Table 3. Significance of features (x = significant effect, NS = non-significant effect) 

 
 
5. Conclusion and perspectives  
In this paper, we first showed that sigma-lognormal modeling can provide satisfactory reconstructions of scribbles 
produced by young children in kindergarten. This observation constitutes a preliminary result that may help us 
design studies of the kinematic stability of various Type Grib taking into account a similar sigma-lognormal 
approach (Pirlo et al. 2013). Moreover, for six features related to fundamental dynamic abilities such as rapidity, 
fluidity and precision of fine movements, our analysis shows that there are significant differences between grades 
and that there are also significant differences from one scribbling strategy to the next. Future research includes 
analysis of how gender impacts all these abilities. 

Scribbling ability is not yet used in kindergarten as an objective way to assess children�¶�V graphomotor skills 
for teaching purposes. The preliminary results of our study �³Y a �W�¶�L�O un copilote ˆ bord?�  ́may inspire further 
studies about the potential relevance of graphomotor training for very young children. One of the main points of 
interest relative to graphomotor training tasks is that it is not necessary for a child to have a well-developed socio-
linguistic background to be able to scribble. Moreover, it is a familiar activity that can be carried out by children 
starting in the first grade of kindergarten regardless of the �F�K�L�O�G�¶�V language and linguistic background.  

With this in mind, we launched a three-year longitudinal experiment in January 2015 in an experimental 
preschool structure called �³Lakou TiFilawo: le bon DŽpart�  ́���³�W�K�H good �V�W�D�U�W�´���� 
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AbstractÑThe Sigma-Lognormal model of the Kinematic
Theory of rapid human movements allows us to represent on-
line signatures with an analytical neuromuscular model. It has
been successfully used in the past to generate synthetic signatures
in order to improve the performance of an automatic veriÞcation
system. In this paper, we attempt for the Þrst time to build a
veriÞcation system based on the model parameters themselves.
For describing individual lognormal strokes, we propose eighteen
features which capture cognitive psychomotor characteristics
of the signer. They are matched by means of dynamic time
warping to derive a dissimilarity measure for signature veriÞ-
cation. Promising initial results are reported for an experimental
evaluation on the SUSIG visual sub-corpus, which contains some
of the most skilled forgeries currently available for research.

KeywordsÑ on-line signature veriÞcation; Kinematic Theory of
rapid human movements; Sigma-Lognormal model

I. I NTRODUCTION

Signatures are widely used biometrics for personal authen-
tication. In contrast tooff-line images of signatures, modern
digitizers such as tablet computers and smartphones capture
on-line signatures, that is the trajectory of the pen tip over
time possibly enriched with additional information such as the
pressure of the pen [1]. The time dimension allows an analysis
of movement patterns in addition to static images, which
usually leads to a much higher performance for automatic
signature veriÞcation [2].

Many models have been proposed to analyze human move-
ment patterns in general and handwriting in particular, includ-
ing coupled oscillator models [3], minimum jerk models [4],
and models relying on neural networks [5] to name just a few.

Among them, the Kinematic Theory of rapid human
movements is a unique framework based on the lognormal
law [6], [7]. It includes a family of analytical models for
representing movements based on neuromuscular strokes with
lognormal velocity [8]. The Delta-Lognormal model represents
single rapid movements by means of two strokes in opposite
direction. Similarly, the Omega-Lognormal model represents
oscillatory movements with an alternating sequence of opposed
strokes. Finally, the Sigma-Lognormal model has been pro-
posed to represent complex movements like signatures using
a vectorial sum of lognormal strokes [9].

Robust algorithms have been developed for estimating
the lognormal parameters from observed trajectories [10],
[11]. They achieve an excellent reconstruction quality of the
observed movement provided that the movement is skilled and
unimpaired. On the other hand, it has been shown recently that

aging, for example, leads to a deviation from lognormality in
handwriting movements when the control of the Þne motricity
begins to decline and on the other hand, as children improve
in learning handwriting, their movements tend toward lognor-
mality [12].

Apart from its powerful potential in biomedical and neu-
roscience applications, one of the most successful applications
of the Kinematic Theory has been the synthetic generation
of handwriting based on the analytical model, for example
gestures [13], signatures [14], [15], and also unconstrained
handwriting [16]. The synthetic specimens could be used as
learning samples to improve an automatic recognition system.
This is particularly interesting for signature veriÞcation, where
only few reference signatures are available per user.

In this paper, we go a step further and aim to build a
signature veriÞcation system based on cognitive psychomo-
tor characteristics captured by the model itself. Such char-
acteristics have been linked recently with brain stroke risk
factors [17], which highlights the promising potential of the
model in the context of biometric veriÞcation. We propose a
new dissimilarity measure between two signatures based on
their Sigma-Lognormal representation. Eighteen features are
suggested for describing an individual stroke and the stroke
sequences are matched by means of dynamic time warping.
Initial results are reported for the highly skilled forgeries of
the SUSIG visual sub-corpus [18].

The remainder of this paper is organized as follows. The
data set and the model parameter extraction are discussed in
Section II. Afterwards in Section III, the proposed dissimilarity
measure for signature veriÞcation is introduced. Finally, exper-
imental results are reported in Section IV and conclusions are
drawn in Section V.

II. M ODEL EXTRACTION

A. Data Set

On-line signatures from the SUSIG visual sub-corpus [18]
are considered in this paper. It includes signatures from94
users captured with Interlink ElectronicsÕs ePad-ink tablet. This
tablet has a pressure-sensitive LCD screen which shows the
signer what he or she is writing.

For every user, highly skilled forgeries were created based
on animations of the signature to imitate. The animations were
shown on the LCD screen so that the forger could trace over the
genuine signature in several attempts. This acquisition protocol
has allowed to generate some of the most skilled forgeries
currently available for research.
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B. Sigma-Lognormal Model

The Sigma-Lognormal model (!" ) [9] represents on-line
signaturess = ( s1, . . . , sN ) as a sequence of strokes. Each
strokesi has lognormal speed

|!vi (t)| =
Di!

2"# i (t " t0i )
exp

!
"

(ln(t " t0i ) " µi )2

2#2
i

"
(1)

with respect to the initialization timet0i , the input com-
mandDi which corresponds with the covered distance when
executed in isolation, and the two parametersµi and #i
related to the logtime delay and the logresponse time of the
neuromuscular system responding to the command.

The angular position of the movement along a pivot direc-
tion is expressed with respect to the start angle$si and the end
angle$ei . In total, each stroke is represented by six parameters

si = ( D i , t0i , µi , #i , $si , $ei ) (2)

which allow a reconstruction of the observed velocity by means
of vectorial summation:

!vr (t) =
n#

i =1

!vi (t) (3)

The quality of the reconstruction is measured as a signal-to
noise ratio taking into account the observed velocity!vo(t) and
the reconstructed velocity!vr (t)

SNR = 10 log

$ %t e

t s
|!vo(%)|2d%

%t e
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|!vo(%) " !vr (%)|2d%

&

(4)

wherets is the start time andte is the end time of the pen tip
trajectory.

C. Parameter Extraction

Recently, a robust algorithm for the extraction of the
Sigma-Lognormal model from the observed pen tip trajectory
has been introduced in [11]. It iteratively adds lognormal
strokes to the model in order to maximize the SNR.

Each pen-down component is analyzed separately as sug-
gested in [16]. The pen tip is stopped artiÞcially at the begin-
ning and at the end of each component to ensure zero velocity
for an improved extraction of the Þrst and the last stroke.
Furthermore, signal preprocessing includes an interpolation
with cubic splines, resampling at 200Hz, and low pass Þltering
with a Chebyshev Þlter to remove high-frequency components
introduced by the digitizer.

Afterwards, one stroke after the other is extracted from
the preprocessed observed velocity!vo(t) in three steps. First,
si is localized in the speed proÞle|!vo(t)| based on local
minima and maxima. Secondly, the stroke parameterssi =
(D i , t0i , µi , #i , $si , $ei ) are estimated based on the analytical
Robust XZERO solution [11] as well as non-linear least
squares curve Þtting. Thirdly,si is added to the result and
!vi (t) is subtracted from!vo(t). The three steps are repeated
until the SNR cannot be further improved.

A reconstruction example is illustrated in Figure 1. Indi-
vidual strokes are shown in the trace as well as in the velocity
proÞle. Virtual target points are marked with a circle. They

Fig. 1. Reconstructed trace and velocity proÞle of an on-line signature.

would have been reached if the strokes were executed in isola-
tion rather than computing the vectorial sum in Equation 3. The
reconstructed velocity proÞle is very accurate with an average
SNR of 18.5dB for the three pen-down components.

III. SIGNATURE VERIFICATION

For automatic signature veriÞcation, we represent the ques-
tioned signatureq = ( q1, . . . , qN ) and the reference signatures
r = ( r1, . . . , rM ) # R with a sequence of strokes based on the
Sigma-Lognormal model. Then, we compute a dissimilarity
ödR (q) between the questioned signatureq and the set of
reference signaturesR, which is compared with a threshold
in order to accept or reject the questioned signature.

In the following, features for describing an individual
stroke are presented in Section III-A and the dissimilarity
measureödR (q) is derived in Section III-B based on dynamic
time warping.

A. Stroke Features

Eighteen features are proposed to characterize a stroke
si = ( D i , t0i , µi , #i , $si , $ei ). The Þrst seven features corre-
spond directly with model parameters

Ð f 1 = Di

Ð f 2 = µi

Ð f 3 = #i

Ð f 4 = sin( $si )
Ð f 5 = cos($si )
Ð f 6 = sin( $ei )
Ð f 7 = cos($ei )

considering Cartesian coordinates(sin(&), cos(&)) for angular
parameters. For the initialization timet0i , we compute a
feature in comparison with the preceding strokesi ! 1

Ð f 8 = # t0 = t0i " t0i ! 1
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Fig. 3. Stroke alignment using dynamic time warping.

!" !# !$ !% !& !'

(! $&

(! #%

Fig. 2. Characteristic times of a lognormal stroke.

The remaining features are calculated with respect to Þve
characteristic timest1i , . . . , t5i of a lognormal stroke [11].
They are illustrated in the velocity proÞle in Figure 2. The
times t2i , t3i , and t4i are the zeroes of the Þrst and sec-
ond derivative of the lognormal Equation 1 and correspond
respectively to the modet3i = t0i + exp( µi " #2

i ) and the
inßection points of the lognormal stroke. The other times
t1i = t0i + exp( µi " 3#i ) and t5i = t0i + exp( µi + 3 #i ) are
chosen such that the interval[t1i , t5i ] contains99.97% of the
area under the lognormal curve. Based on these characteristic
times, the remaining ten features are deÞned as

Ð f 9 = v2 = |!vi (t2i )|
Ð f 10 = v3 = |!vi (t3i )|
Ð f 11 = v4 = |!vi (t4i )|
Ð f 12 = ' t05 = t5i " t0i

Ð f 13 = ' t15 = t5i " t1i

Ð f 14 = ' t13 = t3i " t1i

Ð f 15 = ' t35 = t5i " t3i

Ð f 16 = ' t24 = t4i " t2i

Ð f 17 = # t1 = t1i " t1i ! 1

Ð f 18 = # t3 = t3i " t3i ! 1

They capture detailed timing characteristics of the neuromus-
cular Sigma-Lognormal model.

B. Dissimilarity Measure

In order to compute a distanced(q, r) between the ques-
tioned signatureq = ( q1, . . . , qN ) and a reference signature
r = ( r1, . . . , rM ) # R with a different number of strokes, we
consider the dynamic time warping distance (DTW) [19]

d(q, r) = min
p

|p|#

i =1

|f k (qpi, 1 ) " f k (r pi, 2 )| (5)

with respect to one of the featuresf k , k # 1, . . . , 18, and the
time warping pathp, which is illustrated in Figure 3.

Based on the DTW distanced(q, r), the minimum distance

dR (q) = min
r " R

d(q, r) (6)

to the set of reference signaturesR is computed. Finally, this
value is normalized

ödR (q) =
dR (q)

µd
(7)

with the mean scoreµd = 1
|R |

' |R |
i =1 dR\ r i (r i ) computed over

all reference signatures to make it comparable across different
users in the database.

IV. EXPERIMENTAL EVALUATION

In this section, we present the results of a preliminary
evaluation of the proposed method for skilled forgery detection
on the SUSIG visual sub-corpus (see Section II-A).

A. Setup

All available genuine signatures and skilled forgeries are
used in the trial. For each of the94 users, the Þrst5 signatures
are used as references and the remaining15 for evaluation. In
total, we consider94á5 = 470 reference signatures,94á15 =
1, 410 genuine signatures, and94á10 = 940 skilled forgeries.

The performance is evaluated in terms of equal error rate
(EER), that is the point in the receiver operating character-
istic (ROC) where the false acceptance rate equals the false
rejection rate.

B. Model Quality

The extraction algorithm (see Section II-C) for the Sigma-
Lognormal model achieves an SNR of19.87± 2.40dB for the
SUSIG visual sub-corpus. This is a good reconstruction quality
when compared with15dB which is generally considered
as sufÞcient for human movement analysis [10].96.77% of
all signatures were reconstructed with an SNR above this
threshold.

C. VeriÞcation Results

Table I lists the EER results for the best seven out of
eighteen investigated features. The main observation is that
the best performing features on this data set are those related
to timing differences, both within the same stroke and between
two consecutive strokes. The overall best performance is
achieved with the feature# t3, that is the difference between
the mode of two consecutive strokes.
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