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#### Abstract

The present paper is focused on the proof of the convergence of the discrete implicit Marker-andCell (MAC) scheme for time-dependent Navier-Stokes equations with variable density and variable viscosity. The problem is completed with homogeneous Dirichlet boundary conditions and is discretized according to a non-uniform Cartesian grid. A priori-estimates on the unknowns are obtained, and along with a topological degree argument they lead to the existence of a solution of the discrete scheme at each time step. We conclude with the proof of the convergence of the scheme toward the continuous problem as mesh size and time step tend toward zero with the limit of the sequence of discrete solutions being a solution to the weak formulation of the problem. Finite volume methods; MAC scheme; incompressible Navier-Stokes equations; variable density and viscosity; transport equations.


## 1 Introduction

We here consider the numerical approximation of the incompressible Navier-Stokes with variable density and viscosity,

$$
\begin{align*}
& \partial_{t} \bar{\rho}+\operatorname{div}(\bar{\rho} \overline{\boldsymbol{u}})=0,  \tag{1a}\\
& \bar{\rho} \partial_{t} \overline{\boldsymbol{u}}+(\overline{\boldsymbol{u}} \cdot \boldsymbol{\nabla}) \overline{\boldsymbol{u}}-\operatorname{div}(\mu(\bar{\rho}) D(\overline{\boldsymbol{u}}))+\boldsymbol{\nabla} \bar{p}=\boldsymbol{f},  \tag{1b}\\
& \operatorname{div} \overline{\boldsymbol{u}}=0, \tag{1c}
\end{align*}
$$

in $\Omega \times(0, T)$ where $T \in \mathbb{R}^{+}$and $\Omega$ being an open bounded connected subset of $\mathbb{R}^{d}$, with $d \in\{2,3\}$. For the sake of convenience we suppose that $\Omega$ may be covered by a structured grid, so that $\Omega$ is a finite union of rectangles if $d=2$ and of rectangular parallelepipeds if $d=3$. We assume that the source term $\boldsymbol{f}$ belongs to $L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)$. The variables $\bar{\rho}, \overline{\boldsymbol{u}}$ and $\bar{p}$ are respectively the density, the velocity

[^0]and the pressure of the flow. The three above equations respectively express the mass conservation, the momentum balance and the incompressibility of the flow. This system is supplemented with initial and boundary conditions:
\[

$$
\begin{equation*}
\left.\overline{\boldsymbol{u}}\right|_{\partial \Omega}=0,\left.\quad \overline{\boldsymbol{u}}\right|_{t=0}=\boldsymbol{u}_{0},\left.\quad \bar{\rho}\right|_{t=0}=\rho_{0} . \tag{2}
\end{equation*}
$$

\]

These equations model the motion of mixtures of immiscible fluids having different densities and viscosities. This system is mainly what we obtain when we want to describe the fluid-structure interaction by volume penalization method [28, 4]; One can use this approach to represent the interaction of several phases, for example droplet impact onto a solid or a surface liquid, accurate tracking of interface surfaces between fluids of different density and viscosity in multiphase flows. Due to the numerous applications that require faithful model of fluid-structure interaction (in computer vision, image processing, special effects,...) this research area is in demand, both at the theoretical and numerical level.

The existence of weak solutions has been established by Lions [27], following results concerning the renormalized solution concept of transport equations [11]. Since these first works, only few results are available on variable viscosity fluids, contrary to the abondant literature on constant viscosity problems. Certainly, to treat this mixed PDE system entangling hyperbolic, parabolic and elliptic features, is far for obvious; an overview of theoretical advances can be found in chapter 6 of [6]. In order to explain our motivation, let us summarize the theoretical results by requiring the following assumptions on the regularity of the initial data:

$$
\begin{equation*}
\rho_{0} \in L^{\infty}(\Omega) \text { and } \boldsymbol{u}_{0} \in L^{2}(\Omega)^{d} \tag{3}
\end{equation*}
$$

Let us denote $\rho_{\text {min }}=\operatorname{ess} \inf _{\boldsymbol{x} \in \Omega} \rho_{0}(\boldsymbol{x}), \rho_{\max }=\operatorname{ess} \sup _{\boldsymbol{x} \in \Omega} \rho_{0}(\boldsymbol{x})$. A well-known consequence (see for instance [11]) of equations (1a) and (1c), is the following maximum principle:

$$
\begin{equation*}
\rho_{\min } \leq \bar{\rho}(\boldsymbol{x}, t) \leq \rho_{\max }, \quad \text { for a.e. }(\boldsymbol{x}, t) \in \Omega \times(0, T) \tag{4}
\end{equation*}
$$

which shows that the natural regularity for $\bar{\rho}$ is $L^{\infty}(\Omega \times(0, T))$. For the velocity $\overline{\boldsymbol{u}}$, a classical calculation allows to derive natural estimates for the solutions. Let us take for simplicity the right hand side of (1b) $\boldsymbol{f}=0$ to derive the kinetic energy equation. One thus takes the inner product of 1 bb by $\overline{\boldsymbol{u}}$ and uses twice the mass conservation principle (1a) to obtain:

$$
\begin{equation*}
\partial_{t}\left(\frac{1}{2} \bar{\rho}|\overline{\boldsymbol{u}}|^{2}\right)+\operatorname{div}\left(\frac{1}{2} \bar{\rho}|\overline{\boldsymbol{u}}|^{2} \overline{\boldsymbol{u}}\right)-\operatorname{div}(\mu(\bar{\rho}) D(\overline{\boldsymbol{u}})) \cdot \overline{\boldsymbol{u}}+\nabla \bar{p} \cdot \overline{\boldsymbol{u}}=0 \tag{5}
\end{equation*}
$$

Integrating over $\Omega$, one gets, since div $\overline{\boldsymbol{u}}=0$ and $\overline{\boldsymbol{u}}_{\mid \partial \Omega}=0$, that, for all $t \in(0, T)$ :

$$
\frac{d}{d t} \int_{\Omega} \frac{1}{2} \bar{\rho}(\boldsymbol{x}, t)|\overline{\boldsymbol{u}}(\boldsymbol{x}, t)|^{2} \mathrm{~d} \boldsymbol{x}+\int_{\Omega} \mu(\bar{\rho}) D(\overline{\boldsymbol{u}}(\boldsymbol{x}, t)): D(\overline{\boldsymbol{u}}(\boldsymbol{x}, t)) \mathrm{d} \boldsymbol{x}=0
$$

Integrating over time yields, once again for all $t \in(0, T)$ :

$$
\int_{\Omega} \frac{1}{2} \bar{\rho}(\boldsymbol{x}, t)|\overline{\boldsymbol{u}}(\boldsymbol{x}, t)|^{2} \mathrm{~d} \boldsymbol{x}+\int_{0}^{t} \int_{\Omega} \mu(\bar{\rho})|D(\overline{\boldsymbol{u}}(\boldsymbol{x}, t))|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t=\int_{\Omega} \frac{1}{2} \rho_{0}(\boldsymbol{x})\left|\boldsymbol{u}_{0}(\boldsymbol{x})\right|^{2} \mathrm{~d} \boldsymbol{x}, \forall t \in(0, T) .
$$

The kinetic energy identity above ensures that the natural regularity for $\overline{\boldsymbol{u}}$ is to lie in $L^{\infty}\left((0, T) ; L^{2}(\Omega)\right) \cap$ $L^{2}\left((0, T) ; H_{0}^{1}(\Omega)^{d}\right)$. From this and the regularity on the density we may define the weak solutions to problem (1) as follows:

Definition 1.1. Let $\rho_{0} \in L^{\infty}(\Omega)$ such that $\rho_{0}>0$ for a.e. $\boldsymbol{x} \in \Omega$, and let $\boldsymbol{u}_{0} \in L^{2}(\Omega)^{d}$. A pair $(\bar{\rho}, \overline{\boldsymbol{u}})$ is a weak solution of problem (1) if it satisfies the following properties:

- $\bar{\rho} \in\left\{\rho \in L^{\infty}(\Omega \times(0, T)), \rho>0\right.$ a.e. in $\left.\Omega \times(0, T)\right\}$.
- $\overline{\boldsymbol{u}} \in\left\{\boldsymbol{u} \in L^{\infty}\left(0, T ; L^{2}(\Omega)^{d}\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\Omega)^{d}\right)\right.$, $\operatorname{div} \boldsymbol{u}=0$ a.e. in $\left.\Omega \times(0, T)\right\}$.
- For all $\varphi$ in $C_{c}^{\infty}(\Omega \times[0, T))$,

$$
\begin{equation*}
\left.-\int_{0}^{T} \int_{\Omega} \bar{\rho} \partial_{t} \varphi+\overline{\boldsymbol{u}} \cdot \nabla \varphi\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} t=\int_{\Omega} \rho_{0}(\boldsymbol{x}) \varphi(\boldsymbol{x}, 0) \mathrm{d} \boldsymbol{x} \tag{6}
\end{equation*}
$$

- For all $\boldsymbol{v}$ in $\left\{\boldsymbol{w} \in C_{c}^{\infty}(\Omega \times[0, T))^{d}, \operatorname{div} \boldsymbol{w}=0\right\}$,

$$
\begin{align*}
\int_{0}^{T} \int_{\Omega}\left[-\bar{\rho} \overline{\boldsymbol{u}} \cdot \partial_{t} \boldsymbol{v}-(\bar{\rho} \overline{\boldsymbol{u}} \otimes \overline{\boldsymbol{u}}):\right. & \nabla \boldsymbol{v}+\mu(\bar{\rho}) D(\overline{\boldsymbol{u}}): D(\boldsymbol{v})] \mathrm{d} \boldsymbol{x} \mathrm{~d} t \\
& =\int_{\Omega} \rho_{0}(\boldsymbol{x}) \boldsymbol{u}_{0}(\boldsymbol{x}) \cdot \boldsymbol{v}(\boldsymbol{x}, 0) \mathrm{d} \boldsymbol{x}+\int_{0}^{T} \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{v} \mathrm{d} \boldsymbol{x} \mathrm{~d} t \tag{7}
\end{align*}
$$

Then, the existence a weak solution to the problem (1) as given in Definition 1.1] was proven in [34] with a newer version in [6]. For a weak formulation featuring the pressure, we have the existence of a solution with $p \in W^{-1, \infty}\left(0, T ; L_{0}^{2}(\Omega)\right)\left(L_{0}^{2}(\Omega)\right.$ being the quotient space $L^{2}(\Omega) / \mathbb{R}$ which gathers the square integrable functions that differ from a constant).

While the subject of numerical approximations of the Navier-Stokes equations (NSE) for incompressible flows with constant density and viscosity has been widely discussed, very few results are available in the context of our study. Some of them, based on front tracking techniques, are level set or phase fields methods [30, 2, 32]. Some other use discontinuous Galerkin method to compute numerical approximations [28]. One can also find some attempts based on fractional time step approach/projection method [19, 20, 26, 2, 8].

In what follows, the continuous problem is approximated using a time implicit scheme combined with the MAC scheme, providing a sequence of discrete solutions will be shown to converge toward the solution of (1.1) without any regularity assumption on the solution. This MAC scheme is one of the most well-known methods used for the approximation of both the compressible and incompressible Navier-Stokes equations. It was introduced in [21] for the approximation of free-surface problems, however through numerous papers it appeared to possess remarkable mathematical and physical properties. Among them is the inf-sup stability as first demonstrated in a finite difference context with staggered grids in [33], and more recently for the generalized class of DDFV methods [7]. In finite volume context, this spatial approximation scheme also allows a local conservation of the mass fluxes. Let us note also the recent work of [29] who have shown unconditional and uniform asymptotic stabilities in the low Mach number regime of the implicit MAC scheme to solve the compressible NSE.
Studies of the MAC method applied to linear problems are quite present in the litterature; in the case of convergence results for the Stokes equations we may cite [5] where the source term is in $H^{-1}(\Omega)$ and [25] for a superconvergence proof on non-uniform grids given regularity assumptions on the velocity and pressure. Some of the studies of the MAC scheme approximation of the Navier-Stokes equations include the pioneering error analysis in [31], as well as convergence proofs on locally refined grids in [9], and non-uniform grids in [17] for the steady and time dependent Navier-Stokes equations.
The goal of this paper is to extend the results from [17] to the case of a incompressible flow with variable density and variable viscosity as defined in (1). This problem was partially adressed in [24] in the finite-element context with Rannacher-Turek elements, as the viscosity was considered as constant. It is known that for discontinuous Galerkin or general finite-element context some stabilization terms occur in the diffusion term with the density-dependent viscosity [28, 24]. One shows that is not the case with the MAC scheme by proving a discrete Korn inequality in order to control the $L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right.$-norm of the velocity. Moreover, the staggered MAC scheme ensures, by construction, the control of the discrete kinetic energy and thus the stability of the scheme [24].

Following what has been introduced before, only a weak solution of mass conservation exists, then building piecewise constant approximate density that has low-regularity and has to be strictly positive generates a lack of classical consistency property. The key point in this work is to prove that the implicit MAC scheme is weakly consistent in the Lax-Wendroff sense for incompressible flows with variable density and viscosity. As it has previously done for constant viscosity flows with staggered finite element context [24], we build a sequence of solutions based on a sequence of discretizations in time and space. Estimates of the solution are derived allowing us to use compactness arguments (by generalized AubinLions Theorem to dicrete derivative and sequence of subspaces [17]) to prove the existence of converging sequences of solutions.

According to the Lax-Wendroff argument, the limit of the discrete solutions converges (up to a subsequence) toward the weak solution of problem (1).

In the Section 2, one defines the non-uniform staggered MAC grids. Section 3 gathers the discrete functional spaces, the discrete operators and unknowns leading to the definition of the discrete scheme.

It also recalls results and tools from [17] needed in the next sections. In Section 4 we derive a $L^{2}\left(H_{0}^{1}\right) \cap$ $L^{\infty}\left(L^{2}\right)$ estimate of the velocity, a non-uniform $L^{2}$ bound on the pressure and the classic $L^{\infty}\left(L^{\infty}\right)$ bound on the density. Those estimates are required for the topological degree argument used to prove the existence of a solution of the discrete problem at every time step. Finally we resort to compactness results in Section 5 to pass to the limit in the momentum equation and mass balance equation as the mesh size and time step tend to 0 . We can conclude that the sequence of discrete solutions converges (up to a subsequence) toward the weak solution of problem (1).

## 2 MAC discretization

Following the introduction, the MAC grid is recalled in the present section using so as to allow the selfreadability of this paper. Let us assume that $\bar{\Omega}$ is given by the union of mutually disjoint rectangles if $d=2$, and rectangular parallelepipeds if $d=3$. Additionally, let the edges (respectively the faces) of those rectangles (respectively parallelepipeds) be orthogonal to $\left(\boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{d}\right)$, the canonical basis vectors of $\mathbb{R}^{d}$.

Definition 2.1 (MAC grid). A mesh $\mathcal{D}$ associated to the MAC discretization of $\Omega$, is defined by $\mathcal{D}=$ $(\mathcal{M}, \mathcal{E})$, where:

- $\mathcal{M}$ : refers to the primal (or pressure) grid, and consists in a conforming structured partition of $\Omega$ made of rectangles if $d=2$ or rectangular parallelepipeds if $d=3$. A generic element $K$ of $\mathcal{M}$ designates a primal cell and we note $\boldsymbol{x}_{K}$ its center of mass. Therefore, we have $\overline{\cup_{K \in \mathcal{M}} K}=\bar{\Omega}$. The set of edges (or faces) of $K$ is denoted $\mathcal{E}(K) \subset \mathbb{R}^{d-1}$. For an element $\sigma \in \mathcal{E}(K)$ in the boundary of $K$, we note $\boldsymbol{x}_{\sigma}$ its center of mass.
- $\mathcal{E}$ : is the $d$-uplet of dual grids associated to the $d$ components of the velocity. It is defined as the set of every edges (or faces) of $\mathcal{M}: \mathcal{E}=\{\sigma \in \mathcal{E}(K) \mid K \in \mathcal{M}\}$. We note $\mathcal{E}=\mathcal{E}_{\text {int }} \cup \mathcal{E}_{\text {ext }}$, where $\mathcal{E}_{\text {int }}$ (resp. $\mathcal{E}_{\text {ext }}$ ) are the edges of $\mathcal{E}$ that lie in the interior (resp. on the boundary) of the domain. For any $i \in \llbracket 1, d \rrbracket$ the set $\mathcal{E}^{(i)}$ contains the edges that are orthogonal to $\boldsymbol{e}_{i}$. Similarly, we define $\mathcal{E}_{\text {int }}^{(i)}=\mathcal{E}^{(i)} \cap \mathcal{E}_{\text {int }}$ and $\mathcal{E}_{\text {ext }}^{(i)}=\mathcal{E}^{(i)} \cap \mathcal{E}_{\text {ext }}$ to obtain $\mathcal{E}^{(i)}=\mathcal{E}_{\text {int }}^{(i)} \cup \mathcal{E}_{\text {ext }}^{(i)}$.

Let $\sigma \in \mathcal{E}_{\text {int }}$, we note $\sigma=K \mid L$ if $(K, L) \in \mathcal{M}^{2}$ are such that $\sigma=\partial K \cap \partial L$. Additionally, let $D_{\sigma}$ refer to the dual cell associated to $\sigma$. We have $D_{\sigma}=D_{K, \sigma} \cup D_{L, \sigma}$ where $D_{K, \sigma}$ (resp. $D_{L, \sigma}$ ) denotes the half of cell $K$ (resp. $L$ ) adjacent to $\sigma$. For an element $\sigma \in \mathcal{E}_{\text {ext }}$ adjacent to $K \in \mathcal{M}$, we note $D_{\sigma}=D_{K, \sigma}$. Thus, we end up with $d$ partitions of $\Omega: \bar{\Omega}=\overline{\bigcup_{\sigma \in \mathcal{E}_{i}} D_{\sigma}}$ for $i=1, \ldots, d$.

In order to deal with the discrete momentum equation later on, we introduce the faces of the $i-$ th dual mesh, which we denote $\widetilde{\mathcal{E}}^{(i)}$. Let us distinguish once more the internal elements of $\widetilde{\mathcal{E}}^{(i)}$ from the external elements by writing $\widetilde{\mathcal{E}}^{(i)}=\widetilde{\mathcal{E}}_{\text {int }}^{(i)} \cup \widetilde{\mathcal{E}}_{\text {ext }}^{(i)}$. Thus, for any element $\epsilon \in \widetilde{\mathcal{E}}_{\text {int }}^{(i)}$ we note $\epsilon=\sigma \mid \sigma^{\prime}$ if $\left(\sigma, \sigma^{\prime}\right) \in \mathcal{E}_{i}^{2}$ are such that $\partial D_{\sigma} \cap \partial D_{\sigma^{\prime}}=\epsilon$.

Let us define $d \times d$ partitions of $\Omega$ by associating the $(i, j)$-partition to the elements of $\widetilde{\mathcal{E}}^{(i)}$ that are orthogonal $\boldsymbol{e}_{j}$ for $i, j \in \llbracket 1, d \rrbracket$ :

$$
\left(D_{\epsilon}\right)_{\epsilon \in \widetilde{\mathcal{E}}^{(i)}, \epsilon \perp \boldsymbol{e}_{j}}= \begin{cases}\epsilon \times\left[\boldsymbol{x}_{\sigma}, \boldsymbol{x}_{\sigma^{\prime}}\right] & \text { for } \epsilon=\sigma \mid \sigma^{\prime} \in \widetilde{\mathcal{E}}_{\text {int }}^{(i)}  \tag{8}\\ \epsilon \times\left[\boldsymbol{x}_{\sigma}, \boldsymbol{x}_{\sigma, \epsilon}\right] & \text { for } \epsilon \in \widetilde{\mathcal{E}}_{\mathrm{ext}}^{(i)} \cap \widetilde{\mathcal{E}}\left(D_{\sigma}\right)\end{cases}
$$

where $\boldsymbol{x}_{\sigma, \epsilon}$ refers to the orthogonal projection of $\boldsymbol{x}_{\sigma}$ on $\epsilon$. Hence the $(i, j)$-partition coincides with the $(j, i)$-partition, and the $(i, i)$-partition is none other than $\mathcal{M}$. For the sake of convenience, we introduce the following subsets of $\widetilde{\mathcal{E}}^{(i)}$ :

$$
\widetilde{\mathcal{E}}^{(i, j)}=\left\{\epsilon \in \widetilde{\mathcal{E}}^{(i)}, \epsilon \perp \boldsymbol{e}_{j}\right\}
$$



Figure 1: Representation of $(\mathcal{M}, \mathcal{E})$ for $d=2$

Finally, the constants defined below aim to characterize the non-uniformity of the space discretization of the MAC grid $\mathcal{D}$ :

$$
\begin{align*}
\eta_{\mathcal{M}} & =\max \left\{\frac{|\sigma|}{\left|\sigma^{\prime}\right|},\left(\sigma, \sigma^{\prime}\right) \in \mathcal{E}^{(i)} \times \mathcal{E}^{(j)}, i, j \in \llbracket 1, d \rrbracket, i \neq j\right\}  \tag{9}\\
h_{\mathcal{M}} & =\max \{\operatorname{diam}(K), K \in \mathcal{M}\}
\end{align*}
$$

with $|\cdot|$ designating the Lebesgue measure of either $\mathbb{R}^{d}$ or $\mathbb{R}^{d-1}$.


Figure 2: Cells $D_{\epsilon}$ associated to elements of $\widetilde{\mathcal{E}}^{(i, j)}$ with $\epsilon=\sigma \mid \sigma^{\prime} \in \widetilde{\mathcal{E}}_{i n t}^{(1)}$ : for $\epsilon \perp \boldsymbol{e}_{1}$ (left) ; for $\epsilon \perp \boldsymbol{e}_{2}$ (right) ; ( $d=2$ )


Figure 3: Cells $D_{\epsilon}$ and $D_{\epsilon^{\prime}}$ associated respectively to $\epsilon=\widetilde{\mathcal{E}}_{e x t}^{(1)} \cap \widetilde{\mathcal{E}}\left(D_{\sigma}\right)$ and $\epsilon^{\prime}=\widetilde{\mathcal{E}}_{e x t}^{(2)} \cap \widetilde{\mathcal{E}}\left(D_{\sigma}^{\prime}\right) ;(d=2)$

## 3 Discrete scheme

In the present section we introduce the discrete scheme associated with the continuous problem (1) using a finite volumes formalism. In order to do so let us define the discrete unknowns, the functional spaces they lie in as well as the approximation of the operators in (1).

### 3.1 Discrete spaces and unknowns

For the time discretization, we consider an uniform partition of the time interval $[0, T]$ with $T>0$. By denoting $\delta t$ the constant time step, the partition of $[0, T]$ is given by $\left\{t^{n}=n \delta t, n=0, . ., N\right\}$ with $N$ satisfying $T=N \delta t$. For all $n \in\{0, . ., N\}$, we proceed with a staggered space discretization on $\mathcal{D}=(\mathcal{M}, \varepsilon)$ in the following sense: the degrees of freedom for the density and pressure are associated to the primal cells $K \in \mathcal{M}$, whereas those associated to the $i-$ th component of the velocity are located on the faces $\mathcal{E}^{(i)}$. Hence we are led to handle piecewise constant functions on the cells $K \in \mathcal{M}$ (respectively the cells $D_{\sigma}$ with $\sigma \in \mathcal{E}$ ) and their associated spaces:

$$
\begin{equation*}
L_{\mathcal{M}}=\left\{q=\sum_{K \in \mathcal{M}} q_{K} \mathbb{1}_{K}, q_{K} \in \mathbb{R}\right\}, \text { and } H_{\mathcal{E}^{(i)}}=\left\{v=\sum_{\sigma \in \mathcal{E}^{(i)}} v_{\sigma} \mathbb{1}_{D_{\sigma}}, v_{\sigma} \in \mathbb{R}\right\}, i \in[1, d], \tag{10}
\end{equation*}
$$

with $\mathbb{1}_{K}$ and $\mathbb{1}_{D_{\sigma}}$ referring to the characteristic functions of the cells $K$ and $D_{\sigma}, \sigma \in \mathcal{E}$ respectively:

$$
\mathbb{1}_{K}(\boldsymbol{x})=\left\{\begin{array}{l}
1 \text { if } \boldsymbol{x} \in K, \\
0 \text { if } \boldsymbol{x} \notin K,
\end{array} \quad \text { and } \quad \mathbb{1}_{D_{\sigma}}(\boldsymbol{x})=\left\{\begin{array}{l}
1 \text { if } \boldsymbol{x} \in D_{\sigma}, \\
0 \text { if } \boldsymbol{x} \notin D_{\sigma} .
\end{array}\right.\right.
$$

For any element $q$ in $L_{\mathcal{M}}$ we will frequently resort to the notation $q=\left(q_{K}\right)_{K \in \mathcal{M}} \in \mathbb{R}^{N_{\mathcal{M}}}$ with $N_{\mathcal{M}}=$ $\operatorname{card}(\mathcal{M})$. By analogy, we note $v=\left(v_{\sigma}\right)_{\sigma \in \mathcal{E}^{(i)}}$ for any element $v \in H_{\mathcal{E}^{(i)}}$.

As a consequence, an approximation of the velocity field $\boldsymbol{u}=\left(u_{1}, . ., u_{d}\right)^{T}$ will belong to $\boldsymbol{H}_{\varepsilon}=$ $\prod_{i=1}^{d} H_{\mathcal{E}^{(i)}}$. Similarly to the continuous case, the Dirichlet boundary conditions are incorporated in the definition of the velocity spaces and, for this purpose, we introduce $H_{\mathcal{E}^{(i)}, 0} \subset H_{\mathcal{E}^{(i)}}, i=1, \ldots, d$, defined as follows:

$$
\left.H_{\mathcal{E}^{(i)}, 0}=\left\{u \in H_{\mathcal{E}^{(i)}}, u(\boldsymbol{x})=0 \forall \boldsymbol{x} \in D_{\sigma}, \sigma \in \widetilde{\mathcal{E}}_{\mathrm{ext}}^{(i)}\right\}, \quad i \in \llbracket 1, d\right] .
$$

along with,

$$
\boldsymbol{H}_{\mathcal{E}, 0}=\prod_{i=1}^{d} H_{\mathcal{E}^{(i)}, 0} \subset \boldsymbol{H}_{\mathcal{E}}
$$

The continuous pressure unknown fulfills a role as a Lagrange multiplier of the incompressibilty constraint (1C) and needs to be defined up to a constant. As such, an approximation of the pressure will lie in the discrete counterpart of $L_{0}^{2}(\Omega)$, denoted by $L_{\mathcal{M}, 0}$ and designating the space of functions of $L_{\mathcal{M}}$ with zero mean value,

$$
\begin{equation*}
L_{\mathcal{M}, 0}=\left\{q=\left(q_{K}\right)_{K \in \mathcal{M}} \in L_{\mathcal{M}}, \quad \sum_{K \in \mathcal{M}}|K| q_{K}=0\right\} . \tag{11}
\end{equation*}
$$

Finally, the staggered discrete scheme is given by,

Let $\boldsymbol{u}^{0}=\Pi_{\varepsilon} \boldsymbol{u}_{0} \in \boldsymbol{H}_{\varepsilon, 0} \quad$ and $\quad \rho^{0}=\Pi_{\mathcal{M}} \rho_{0} \in L_{\mathcal{M}}$

For $n \in\{0, \cdots, N-1\}$
Find $\left(\rho^{n+1}, \boldsymbol{u}^{n+1}, p^{n+1}\right) \in L_{\mathcal{M}} \times \boldsymbol{H}_{\mathcal{E}, 0} \times L_{\mathcal{M}, 0} \quad$ satisfying :

$$
\begin{align*}
& \partial_{t} \rho^{n+1}+\operatorname{div}_{\mathcal{M}}\left(\rho^{n+1} \boldsymbol{u}^{n+1}\right)=0  \tag{12a}\\
& {\underset{\partial}{t}}(\rho \boldsymbol{u})^{n+1}+\boldsymbol{C}_{\mathcal{E}}\left(\rho^{n+1} \boldsymbol{u}^{n+1}\right) \boldsymbol{u}^{n+1}-\operatorname{div}_{\mathcal{E}}\left(\mu_{\widetilde{\mathcal{E}}}^{n+1} \mathbf{D}_{\widetilde{\varepsilon}}\left(\boldsymbol{u}^{n+1}\right)\right)+\nabla_{\mathcal{E}} p^{n+1}=\boldsymbol{f}_{\mathcal{E}}^{n+1}  \tag{12b}\\
& \operatorname{div}_{\mathcal{M}} \boldsymbol{u}^{n+1}=0 \tag{12c}
\end{align*}
$$

where (12a, (12b), 12c) are the approximations at time $t^{n+1}$ of (1a), 1b and (1c) respectively for which we give the details below. The discrete initial data $\left(\rho^{0}, \boldsymbol{u}^{0}\right)$ is obtained by projection of $\left(\rho_{0}, \boldsymbol{u}_{0}\right)$ on $L_{\mathcal{M}}$ and $\boldsymbol{H}_{\mathcal{E}}$ using the following operators:

$$
\begin{array}{l|l}
\Pi_{\mathcal{E}}^{(i)}: & L^{1}(\Omega) \longrightarrow H_{\mathcal{E}^{(i)}, 0} \\
v_{i} \mapsto \Pi_{\mathcal{E}}^{(i)} v_{i}=\sum_{\sigma \in \mathcal{E}^{(i)}}\left(\frac{1}{\left|D_{\sigma}\right|} \int_{D_{\sigma}} v_{i}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}\right) \mathbb{1}_{D_{\sigma}} \quad i=1, \ldots, d \\
\Pi_{\mathcal{M}}: & L^{1}(\Omega) \longrightarrow L_{\mathcal{M}} \\
& \left.q \mapsto \Pi_{\mathcal{M} q} q=\sum_{K \in \mathcal{M}}\left(\frac{1}{|K|} \int_{K} q(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}\right)\right) \mathbb{1}_{K} \tag{14}
\end{array}
$$

Similarly, the discrete source term in (12b) is defined as $\boldsymbol{f}_{\mathcal{E}}^{n+1}=\Pi_{\mathcal{E}}\left(\boldsymbol{f}\left(t^{n+1}, \cdot\right)\right)$.
Remark 3.1. Operators $\Pi_{\mathcal{M}}$ and $\left(\Pi_{\mathcal{E}}^{(i)}\right)_{i=1, \ldots, d}$ are linear and continuous from $L^{p}(\Omega)$ into $L^{p}(\Omega)$. For instance, we have for $\Pi_{\mathcal{M}}$ :

$$
\left\|\Pi_{\mathcal{M}} q\right\|_{L^{p}(\Omega)}^{p} \leq \sum_{K \in \mathcal{M}}|K|^{1-p}\left|\int_{K} q(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}\right|^{p} \leq \sum_{K \in \mathcal{M}}|K|^{1-p}|K|^{p-1} \int_{K}|q(\boldsymbol{x})|^{p} \mathrm{~d} \boldsymbol{x}=\|q\|_{L^{p}(\Omega)}^{p}
$$

By considering the complete partition of the time interval $[0, T]$, the discrete functions approaching the solution of (1) are given by:

$$
\begin{align*}
u_{i}(t, \boldsymbol{x}) & =\sum_{n=0}^{N-1} \sum_{\sigma \in \mathcal{E}_{\mathrm{int}}^{(i)}} u_{\sigma}^{n+1} \mathbb{1}_{D_{\sigma}}(\boldsymbol{x}) \mathbb{1}_{] t_{n}, t_{n+1}\right]}(t), \quad i \in \llbracket 1, d \rrbracket \\
p(t, \boldsymbol{x}) & =\sum_{n=0}^{N-1} \sum_{K \in \mathcal{M}} p_{K}^{n+1} \mathbb{1}_{K}(\boldsymbol{x}) \mathbb{1}_{] t_{n}, t_{n+1}\right]}(t)  \tag{15}\\
\rho(t, \boldsymbol{x}) & =\sum_{n=0}^{N-1} \sum_{K \in \mathcal{M}} \rho_{K}^{n+1} \mathbb{1}_{K}(\boldsymbol{x}) \mathbb{1}_{] t_{n}, t_{n+1}\right]}(t)
\end{align*}
$$

where $\mathbb{1}_{\left.] t_{n}, t_{n+1}\right]}$ designates the characteristic function of $\left.] t_{n}, t_{n+1}\right]$.
As we aim to study the convergence of the weak discrete problem towards its continuous analogue (1.1),
let us introduce the weak formulation of 12$)$ :

For $n \in\{0, \cdots, N-1\}$
$\operatorname{Find}\left(\rho^{n+1}, \boldsymbol{u}^{n+1}\right) \in L_{\mathcal{M}} \times \boldsymbol{E}_{\mathcal{E}}$ such that for any $(q, \boldsymbol{v}) \in L_{\mathcal{M}} \times \boldsymbol{E}_{\mathcal{E}}$,

$$
\begin{align*}
& \int_{\Omega}\left(\partial_{t} \rho^{n+1}+\operatorname{div}_{\mathcal{M}}\left(\rho^{n+1} \boldsymbol{u}^{n+1}\right)\right) q \mathrm{~d} \boldsymbol{x}=0  \tag{16a}\\
& \int_{\Omega} \partial_{t}(\rho \boldsymbol{u})^{n+1} \cdot \boldsymbol{v} \mathrm{~d} \boldsymbol{x}+b_{\mathcal{E}}\left(\rho^{n+1} \boldsymbol{u}^{n+1}, \boldsymbol{u}^{n+1}, \boldsymbol{v}\right)+\int_{\Omega} \mu_{\widetilde{\varepsilon}}^{n+1} \mathbf{D}_{\widetilde{\varepsilon}}\left(\boldsymbol{u}^{n+1}\right): \mathbf{D}_{\widetilde{\varepsilon}}(\boldsymbol{v}) \mathrm{d} \boldsymbol{x} \\
& =\int_{\Omega} \boldsymbol{f}_{\mathcal{E}}^{n+1} \cdot \boldsymbol{v} \mathrm{~d} \boldsymbol{x} \tag{16b}
\end{align*}
$$

where $b_{\mathcal{E}}$ designates the discrete trilinear form associated to the convection term in (12b) and $\boldsymbol{E}_{\mathcal{E}}$ stands for piecewise constant functions of $\boldsymbol{H}_{\varepsilon, 0}$ that are discrete divergence-free (see below). Although we will eventually come back to the formulation above for the convergence result, let us introduce the weak formulation of the problem featuring the pressure:

$$
\text { For } n \in\{0, \cdots, N-1\}
$$

Find $\left(\rho^{n+1}, \boldsymbol{u}^{n+1}, p^{n+1}\right) \in L_{\mathcal{M}} \times \boldsymbol{E}_{\mathcal{E}} \times L_{\mathcal{M}, 0}$ such that for any $(q, \boldsymbol{v}) \in L_{\mathcal{M}} \times \boldsymbol{H}_{\mathcal{E}}$,
Equation 16a holds and,

$$
\begin{align*}
& \int_{\Omega} \check{\partial}_{t}(\rho \boldsymbol{u})^{n+1} \cdot \boldsymbol{v} \mathrm{~d} \boldsymbol{x}+b_{\mathcal{E}}\left(\rho^{n+1} \boldsymbol{u}^{n+1}, \boldsymbol{u}^{n+1}, \boldsymbol{v}\right)+\int_{\Omega} \mu_{\widetilde{\varepsilon}}^{n+1} \mathbf{D}_{\widetilde{\varepsilon}}\left(\boldsymbol{u}^{n+1}\right): \mathbf{D}_{\widetilde{\varepsilon}}(\boldsymbol{v}) \mathrm{d} \boldsymbol{x}  \tag{17a}\\
&+\int_{\Omega} \nabla_{\varepsilon} p^{n+1} \cdot \boldsymbol{v} \mathrm{~d} \boldsymbol{x}=\int_{\Omega} \boldsymbol{f}_{\mathcal{E}}^{n+1} \cdot \boldsymbol{v} \mathrm{~d} \boldsymbol{x}
\end{align*}
$$

Unlike the former weak formulation of the scheme (16a)-(16b), this formulation yields the same algebraic equations as the "strong" form of the scheme (12).

### 3.2 Discrete operators

Along with the divergence formula, we resort to the following local conservativity property for the approximation of (1): for any given edge $\sigma=K \mid L \in \mathcal{E}^{(i)}, i \in \llbracket 1, d \rrbracket$, let $\boldsymbol{n}_{K, \sigma}$ stand for the unit normal vector to $\sigma$ outward $K$, and $u_{K, \sigma}$ be defined as $u_{K, \sigma}=u_{\sigma} \boldsymbol{n}_{K, \sigma} \cdot \boldsymbol{e}_{i}$. With this definition, we then have the usual finite volume property of numerical flux local conservativity, through any primal face:

$$
\begin{equation*}
u_{K, \sigma}=-u_{L, \sigma} \quad \text { for } \sigma=K \mid L \in \mathcal{E}_{\mathrm{int}} \tag{18}
\end{equation*}
$$

and a similar property holds for the fluxes through the elements $\epsilon \in \widetilde{\mathcal{E}}$.

We mainly focus on the discretization of differential operators for the space variable. Regarding the time derivatives, special consideration will be taken for the approximation of $\check{\partial}_{t}(\rho \boldsymbol{u})^{n+1}$ in (12b) to yield the consistency with the discrete mass balance on the dual cells. The latter is primordial in order to obtain a kinetic energy balance that is analogous to the continuous case [17].

The continuous mass balance equation (1a) is first discretized on $\mathcal{M}$ by homogeneity with the discrete density. Hence, for any $K \in \mathcal{M}$, we have:

$$
\begin{equation*}
\left(\operatorname{div}_{\mathcal{M}}\left(\rho^{n+1} \boldsymbol{u}^{n+1}\right)\right)_{K}=\frac{1}{|K|} \sum_{\sigma \in \mathcal{E}(K)} F_{K, \sigma}^{n+1} \tag{19}
\end{equation*}
$$

where $F_{K, \sigma}^{n+1}=|\sigma| \rho_{\sigma}^{n+1} u_{K, \sigma}^{n+1}$ for $K \in \mathcal{M}, \sigma \in \mathcal{E}(K)$ stands for the mass flux across $\sigma$ outward $K$ at time $t^{n+1}$. The value of the density at the face $\sigma$ is approximated by $\rho_{\sigma}$ using an upwind scheme,

$$
\rho_{\sigma}^{n+1}=\left\{\begin{array}{l}
\rho_{K}^{n+1} \text { if } u_{K, \sigma}^{n+1} \geq 0  \tag{20}\\
\rho_{L}^{n+1} \text { otherwise }
\end{array}\right.
$$

Discrete divergence operator $\operatorname{div}_{\mathcal{M}}$ :
Additionally, the discretization (12c) of the incompressibility condition (1c) is straightforward,
and we may introduce the space of divergence-free functions from $\boldsymbol{H}_{\varepsilon, 0}$,

$$
\begin{equation*}
\boldsymbol{E}_{\varepsilon(\Omega)}=\left\{\boldsymbol{u} \in \boldsymbol{H}_{\varepsilon, 0} ; \operatorname{div}_{\mathcal{M}} \boldsymbol{u}=0\right\} \tag{22}
\end{equation*}
$$

We proceed with the approximation of the momentum balance equation (1b). Let us define the discrete gradient of a function $\boldsymbol{u} \in \boldsymbol{H}_{\mathcal{E}}$ (in compliance with the $\boldsymbol{H}^{1}$ norm and seminorm). For $(i, j) \in$ $\left\lceil 1, d \rrbracket^{2}\right.$ we define $\left(\partial_{j} u_{i}\right)$, the approximation of $\left(\partial_{j} u_{i}\right)$, as:

$$
\left(\check{\partial}_{j} u_{i}\right)_{D_{\epsilon}}= \begin{cases}\frac{u_{\sigma^{\prime}}-u_{\sigma}}{d\left(\boldsymbol{x}_{\sigma}, \boldsymbol{x}_{\sigma^{\prime}}\right)}\left(\boldsymbol{n}_{\sigma, \epsilon} \cdot \boldsymbol{e}_{j}\right) & \text { for } \epsilon=\sigma \mid \sigma^{\prime} \in \widetilde{\mathcal{E}}_{\mathrm{int}}^{(i)}  \tag{23}\\ \frac{-u_{\sigma}}{d\left(\boldsymbol{x}_{\sigma}, \boldsymbol{x}_{\sigma, \epsilon}\right)}\left(\boldsymbol{n}_{\sigma, \epsilon} \cdot \boldsymbol{e}_{j}\right) & \text { for } \epsilon \in \widetilde{\mathcal{E}}_{\mathrm{ext}}^{(i)} \cap \widetilde{\mathcal{E}}\left(D_{\sigma}\right)\end{cases}
$$

where $d(\cdot, \cdot)$ refers to the euclidian distance of $\mathbb{R}^{d}$ and $\boldsymbol{n}_{\sigma, \epsilon}$ designates the unit normal vector to $\epsilon$ outward $D_{\sigma}$.

As we now have to deal with functions which are piecewise constant on the cells $D_{\epsilon}$ for $\epsilon=\sigma \mid \sigma \in$ $\widetilde{\mathcal{E}}^{(i, j)}$, let us define $H_{\widetilde{\mathcal{E}}}(i, j)$ as:

$$
\begin{equation*}
H_{\widetilde{\mathcal{\varepsilon}}(i, j)}=\left\{\varphi=\sum_{\epsilon \in \tilde{\mathcal{\varepsilon}}_{(i, j)}} \varphi_{\epsilon} \mathbb{1}_{D_{\epsilon}}, \quad \varphi_{\epsilon} \in \mathbb{R}\right\}, \quad i, j \in \llbracket 1, d \rrbracket \tag{24}
\end{equation*}
$$

## Discrete gradient operator $\nabla_{\tilde{\mathcal{\varepsilon}}^{(i)}}$ :

Let $i \in[1, d]$, we consider the discrete gradient of the $i^{\text {th }}$ velocity component $u_{i}$ as follows,

$$
\begin{array}{l|l}
\nabla_{\widetilde{\mathcal{E}}^{(i)}}: & H_{\mathcal{E}^{(i)}} \longrightarrow \prod_{j=1}^{d} H_{\widetilde{\varepsilon}^{(i, j)}}  \tag{25}\\
& u_{i} \mapsto \nabla_{\mathcal{E}^{(i)}} u_{i}=\left(\check{\partial}_{1} u_{i}, \ldots, \partial_{d} u_{i}\right)
\end{array}
$$

with $\partial_{j} u_{i}=\sum_{\epsilon \in \tilde{\mathscr{\varepsilon}}^{(i, j)}}\left(\check{\partial}_{j} u_{i}\right)_{D_{\epsilon}} \mathbb{1}_{D_{\epsilon}}$ and $\left(\check{\partial}_{j} u_{i}\right)_{D_{\epsilon}}$ satisfying 23].
Remark 3.2. Considering that the $(i, i)$-partitions, $i \in[1, d]$ coincide with $\mathcal{M}$, we note $\left(\partial_{i} u_{i}\right)_{K}$ in lieu of $\left(\partial_{i} u_{i}\right)_{D_{\epsilon}}$ when $\epsilon \subset K$. Additionally, the definition of ( $\left(\partial_{i} u_{i}\right)$ given by (23) is consistent with (21) by noting that $\frac{|\sigma|}{|K|}=d\left(\boldsymbol{x}_{\sigma}, \boldsymbol{x}_{\sigma}^{\prime}\right)$ for $\left(\sigma, \sigma^{\prime}\right) \in \mathcal{E}(K) \cap \mathcal{E}^{(i)}$.
Remark 3.3. By analogy with the continuous case, the discrete space $\boldsymbol{H}_{\varepsilon, 0}$ is endowed with norm $[\cdot, \cdot]_{1, \varepsilon, 0}$ where,

$$
\left\lvert\, \begin{array}{l|l}
H_{\mathcal{E}^{(i)}, 0} \times H_{\mathcal{E}^{(i)}, 0} \rightarrow \mathbb{R}  \tag{26}\\
(u, v) \mapsto\left[u_{i}, v_{i}\right]_{1, \mathcal{C}^{(i)}, 0}
\end{array} \quad\right. \text { and } \quad \begin{aligned}
& \boldsymbol{H}_{\mathcal{E}, 0} \times \boldsymbol{H}_{\varepsilon, 0} \rightarrow \mathbb{R} \\
& (\boldsymbol{u}, \boldsymbol{v}) \mapsto[\boldsymbol{u}, \boldsymbol{v}]_{1, \varepsilon, 0}
\end{aligned}
$$

verifying,

$$
\begin{align*}
& \left\|u_{i}\right\|_{1, \varepsilon^{(i)}, 0}^{2}=\left[u_{i}, u_{i}\right]_{1, \varepsilon^{(i)}, 0}=\sum_{\substack{\epsilon \in \widetilde{\mathcal{Z}}_{\begin{subarray}{c}{i n t} }} \frac{|\epsilon|}{\epsilon=\sigma \sigma^{\prime}}}\end{subarray}}^{d_{\epsilon}}\left(u_{\sigma}-u_{\sigma^{\prime}}\right)^{2}+\sum_{\substack{\epsilon \in \tilde{\mathcal{C}}_{(i x t}^{(i)} \\
\epsilon \subset \partial\left(D_{\sigma}\right)}} \frac{|\epsilon|}{d_{\epsilon}} u_{\sigma}^{2}, \quad \text { for } i=1, \ldots, d,  \tag{27a}\\
& \|\boldsymbol{u}\|_{1, \varepsilon, 0}^{2}=[\boldsymbol{u}, \boldsymbol{u}]_{1, \varepsilon, 0}=\sum_{i=1}^{d}\left\|u_{i}\right\|_{1, \varepsilon^{(i)}, 0}^{2} .  \tag{27b}\\
& \int_{\Omega} \nabla_{\widetilde{\varepsilon}} \boldsymbol{u}: \nabla_{\widetilde{\varepsilon}} \boldsymbol{v} \mathrm{d} \boldsymbol{x}=[\boldsymbol{u}, \boldsymbol{v}]_{1, \varepsilon, 0} \quad \forall u, v \in \boldsymbol{H}_{\varepsilon, 0} . \tag{28}
\end{align*}
$$

Lemma 3.4 (Discrete Poincaré inequality ([35])). Let $\mathcal{D}=(\mathcal{M}, \mathcal{E})$ be an admissible MAC mesh of $\Omega$. For any element $\boldsymbol{u} \in \boldsymbol{H}_{\varepsilon, 0}$ the discrete inequality holds,

$$
\begin{equation*}
\|\boldsymbol{u}\|_{L^{2}(\Omega)^{d}} \leq \operatorname{diam}(\Omega)\|\boldsymbol{u}\|_{1, \varepsilon, 0} \tag{29}
\end{equation*}
$$

## Discrete gradient operator $\nabla_{\mathcal{E}}$ :

As the discrete pressure belongs to $L_{\mathcal{M}}$, its gradient is homogeneous to an element of $\boldsymbol{H}_{\varepsilon}$ :

$$
\begin{array}{l|l}
\nabla_{\mathcal{E}}: & L_{\mathcal{M}} \longrightarrow \boldsymbol{H}_{\mathcal{E}, 0}  \tag{30}\\
& p \longmapsto \nabla_{\mathcal{E}} p(\boldsymbol{x})=\left(\check{\partial}_{1} p(\boldsymbol{x}), \ldots, \partial_{d} p(\boldsymbol{x})\right)^{T}
\end{array}
$$

where $ð_{i} p=\sum_{\sigma \in \mathcal{E}^{(i)}}(\partial p)_{\sigma} \mathbb{1}_{D_{\sigma}} \in H_{\mathcal{E}^{(i)}, 0}$ is the $i$-th discrete partial derivative of $p$ given by,

$$
\begin{equation*}
(\partial p)_{\sigma}=\frac{|\sigma|}{\left|D_{\sigma}\right|}\left(p_{L}-p_{K}\right)\left(\boldsymbol{n}_{K, \sigma} \cdot \boldsymbol{e}_{i}\right) \text { for } \sigma=K \mid L \tag{31}
\end{equation*}
$$

and we have the following duality property connecting $\operatorname{div}_{\mathcal{M}}$ and $\nabla_{\mathcal{E}}$ :
Lemma 3.5. Let $(q, \boldsymbol{v}) \in L_{\mathcal{M}} \times \boldsymbol{H}_{\varepsilon, 0}$. Then,

$$
\begin{equation*}
\int_{\Omega} q \operatorname{div}_{\mathcal{M}} \boldsymbol{v} \mathrm{d} \boldsymbol{x}+\int_{\Omega} \nabla_{\mathcal{E}} q \cdot \boldsymbol{v} \mathrm{~d} \boldsymbol{x}=0 \tag{32}
\end{equation*}
$$

Proof: From the definition of $\operatorname{div}_{\mathcal{M}} \boldsymbol{v} \in L_{\mathcal{M}}$ and $\nabla_{\varepsilon} q \in \boldsymbol{H}_{\varepsilon, 0}$, we reformulate the left hand side in (32) as follows,

$$
\sum_{K \in \mathcal{M}}|K| q_{K}\left(\operatorname{div}_{\mathcal{M}} \boldsymbol{v}\right)_{K}+\sum_{i=1}^{d} \sum_{\substack{\sigma \in \varepsilon_{\text {in }}^{(i)} \\ \sigma=K \mid L}}\left|D_{\sigma}\right|\left(\nabla_{\varepsilon} q\right)_{\sigma} v_{\sigma}=\sum_{K \in \mathcal{M}} \sum_{\sigma \in \mathcal{E}(K)}|\sigma| v_{K, \sigma} q_{K}+\sum_{i=1}^{d} \sum_{\substack{\sigma \in \mathcal{E}_{i n}^{(i)} \\ \sigma=K \mid L}}|\sigma|\left(q_{L}-q_{K}\right) v_{K, \sigma}
$$

Using the local conservativity property (18) as well as the boundary conditions for $\boldsymbol{u}$, the first term may be rewritten so as to sum over the interior primal faces $\mathcal{E} \in \mathcal{E}_{\text {int }}^{(i)}$ to yield $\sum_{\sigma \in \mathcal{E}_{\text {int }}}|\sigma|\left(q_{K}-q_{L}\right) v_{K, \sigma}$.

## Approximating the convection term in the momentum equation.

We carry out the discretization of the term $\partial_{t}(\rho \boldsymbol{u})+\operatorname{div}(\rho \boldsymbol{u} \otimes \boldsymbol{u})$ in (10) at time $\left.\left.t \in\right] t_{n}, t_{n+1}\right]$ with a few precautions for the purpose of obtaining a discrete kinetic energy balance. For other instances of this approximation we refer to [14, 1] in the context of finite element schemes, to [23] for a MAC discretized scheme adapted to DDFV Finite Volumes in [18].

Let $i=1, \ldots, d$ and $\sigma=K \mid L \in \mathcal{E}_{\text {int }}^{(i)}$. Owing to the fact that the discrete density lies in $L_{\mathcal{M}}$, we resort to a convex combination of $\rho_{K}$ and $\rho_{L}$ for the computation of $(\rho \boldsymbol{u})_{D_{\sigma}}^{n+1}$ :

$$
\left(\rho u_{i}\right)^{n+1}=\sum_{\sigma \in \mathcal{E}^{(i)}} \rho_{D_{\sigma}}^{n+1} u_{\sigma}^{n+1} \mathbb{1}_{D_{\sigma}} \in H_{\mathcal{E}^{(i)}, 0},
$$

where $\left(\rho_{D_{\sigma}}^{n+1}\right)_{\sigma \in \mathcal{E}_{\text {int }}^{(i)}} \in H_{\mathcal{E}^{(i)}}$ satisfies:

$$
\begin{equation*}
\left|D_{\sigma}\right| \rho_{D_{\sigma}}^{n+1}=\left|D_{K, \sigma}\right| \rho_{K}^{n+1}+\left|D_{L, \sigma}\right| \rho_{L}^{n+1} . \tag{33}
\end{equation*}
$$

As a consequence, the discrete derivative $\partial_{t}\left(\rho u_{i}\right)^{n+1}$ approximating $\partial_{t}\left(\rho \boldsymbol{u}_{i}\right)$ is given by,

$$
\partial_{t}\left(\rho u_{i}\right)^{n+1}=\sum_{\sigma \in \mathcal{E}^{(i)}} \frac{1}{\delta t}\left(\rho_{D_{\sigma}}^{n+1} u_{\sigma}^{n+1}-\rho_{D_{\sigma}}^{n} u_{\sigma}^{n}\right) \mathbb{1}_{D_{\sigma}} \in H_{\mathcal{E}^{(i)}, 0}
$$

Let $i=1, \ldots, d$ and $\sigma=K \mid L \in \mathcal{E}_{\text {int }}^{(i)}$. Focusing on the nonlinear term $\operatorname{div}(\rho \boldsymbol{u} \otimes \boldsymbol{u})$, we have:

$$
\int_{D_{\sigma}} \operatorname{div}\left(\rho u_{i} \boldsymbol{u}\right) \mathrm{d} \boldsymbol{x}=\sum_{\epsilon \in \mathcal{\varepsilon}\left(D_{\sigma}\right)} \int_{\epsilon} \rho u_{i} \boldsymbol{u} \cdot \boldsymbol{n}_{\sigma, \epsilon} \mathrm{d} \gamma(\boldsymbol{x})=\sum_{\epsilon \in \mathcal{E}\left(D_{\sigma}\right)} F_{\sigma, \epsilon} u_{\epsilon} .
$$

where the values $F_{\sigma, \epsilon}$ and $u_{\epsilon}$ are to be determined through convex combinations of $\left(u_{\sigma}\right)_{\sigma}$ and $\left\{F_{K, \sigma}, K \in\right.$ $\mathcal{M}, \sigma \in \mathcal{E}(K)\}$ respectively. For $u_{\epsilon} \simeq\left(u_{i}\right)_{\mid \epsilon}$ we adopt an upwind scheme :

$$
u_{\epsilon}= \begin{cases}u_{\sigma} & \text { if } F_{\sigma, \epsilon} \geq 0  \tag{34}\\ u_{\sigma}^{\prime} & \text { otherwise }\end{cases}
$$

The dual mass flux through $\epsilon$ outward $D_{\sigma}$, denoted $F_{\sigma, \epsilon}$, is computed following [23, 22, 17] for the mass balance equation to hold on $D_{\sigma}$. Let $\epsilon \in \widetilde{\mathcal{E}}^{(i, j)}$, then the value of $F_{\sigma, \epsilon}$ is determined by the orientation between $\epsilon$ and $e_{i}$ (Fig. (4):

$$
F_{\sigma, \epsilon}= \begin{cases}\frac{1}{2}\left(-F_{K, \sigma}+F_{K, \sigma^{\prime}}\right) & \text { if } j=i  \tag{35}\\ \frac{1}{2}\left(F_{K, \tau}+F_{L, \tau^{\prime}}\right) & \text { otherwise }\end{cases}
$$

In the first case there exists $K \in \mathcal{M}$ and $\sigma^{\prime} \in \widetilde{\mathcal{E}}^{(i)}$ such that $\epsilon=\sigma \mid \sigma^{\prime} \subset K$. In the second case, given that $\sigma=K \mid L$ with $(K, L) \in \mathcal{M}^{2}$ we may find $\tau \in \mathcal{E}(K), \tau^{\prime} \in \mathcal{E}(L)$ with $\tau, \tau^{\prime} \in \mathcal{E}^{(j)}$ so that $\epsilon$ can be defined as the union of half of each of the two faces $\tau$ and $\tau^{\prime}$.
Remark 3.6. Regardless of the situation, there exists $\left(\rho_{\epsilon}, \hat{u}_{\epsilon}\right)$ such satisfying $F_{\sigma, \epsilon}=|\epsilon| \rho_{\epsilon} \hat{u}_{\epsilon}\left(\boldsymbol{n}_{\sigma, \epsilon} \cdot \boldsymbol{e}_{j}\right)$ where:

$$
\left(\rho_{\epsilon}, \hat{u}_{\epsilon}\right)= \begin{cases}\left(\frac{\rho_{\sigma}+\rho_{\sigma^{\prime}}}{2}, \frac{\rho_{\sigma} u_{\sigma}+\rho_{\sigma^{\prime}} u_{\sigma^{\prime}}}{\rho_{\sigma}+\rho_{\sigma^{\prime}}}\right) & \text { if } j=i  \tag{36}\\ \left(\frac{|\tau| \rho_{\tau}+\left|\tau^{\prime}\right| \rho_{\tau^{\prime}}}{|\tau|+\left|\tau^{\prime}\right|}, \frac{|\tau| \rho_{\tau} u_{\tau}+\left|\tau^{\prime}\right| \rho_{\tau^{\prime}} u_{\tau^{\prime}}}{|\tau| \rho_{\tau}+\left|\tau^{\prime}\right| \rho_{\tau^{\prime}}}\right) & \text { otherwise. }\end{cases}
$$

It follows that the nonlinear convection operator $C_{\varepsilon}^{(i)}$ associated to the $i$-th component of the momentum equation (12b) is defined as,

$$
C_{\mathcal{E}}^{(i)}(\rho \boldsymbol{u}): \left\lvert\, \begin{aligned}
& H_{\mathcal{E}^{(i)}, 0} \longrightarrow H_{\mathcal{E}^{(i)}, 0} \\
& v \longmapsto C_{\mathcal{E}}^{(i)}(\rho \boldsymbol{u}) v=\sum_{\sigma \in \mathcal{\varepsilon}_{\text {int }}^{(i)}} \frac{1}{\left|D_{\sigma}\right|} \sum_{\substack{\epsilon \in \tilde{\mathcal{E}}\left(D_{\sigma}\right) \\
\epsilon=\sigma \mid \sigma^{\prime}}} F_{\sigma, \epsilon} v_{\epsilon} \mathbb{1}_{D_{\sigma}} .
\end{aligned}\right.
$$



Figure 4: Dual mass flux associated to $\epsilon=\sigma \mid \sigma^{\prime} \in \widetilde{\mathcal{E}}_{\text {int }}^{(1)}$ : for $\epsilon \perp \boldsymbol{e}_{1}$ (left) ; for $\epsilon \perp \boldsymbol{e}_{2}$ (right) ; $(d=2$ )
where $v_{\epsilon}$ and $F_{\sigma, \epsilon}$ are given by 34 36). The full convection operator is given by $\boldsymbol{v} \in \boldsymbol{H}_{\varepsilon, 0} \mapsto$ $\boldsymbol{C}_{\varepsilon}(\rho \boldsymbol{u}) \boldsymbol{v}=\left(C_{\varepsilon}^{(1)}(\rho \boldsymbol{u}) v_{1}, \ldots, C_{\varepsilon}^{(d)}(\rho \boldsymbol{u}) v_{d}\right)^{T}$, and for $i=1, \ldots, d$ the following duality property holds on $\widetilde{\mathcal{E}}^{(i)}$ :

$$
\begin{align*}
& \left.\int_{\Omega} C_{\varepsilon}^{(i)}(\rho \boldsymbol{u}) v w \mathrm{~d} \boldsymbol{x}=\sum_{\substack{\sigma \in \varepsilon_{\mathrm{int}}^{(i)}}} \sum_{\epsilon \in \tilde{\mathcal{\varepsilon}}\left(D_{\sigma}\right)}^{\epsilon=\sigma \mid \sigma^{\prime}}\right\}|\epsilon| \rho_{\epsilon} \hat{u}_{\epsilon} v_{\epsilon}\left(\boldsymbol{n}_{\sigma, \epsilon} \cdot \boldsymbol{e}_{j}\right) w_{\sigma} \\
& =-\sum_{\epsilon \in \tilde{\mathcal{E}}^{(i, j)}}|\epsilon| \rho_{\epsilon} \hat{u}_{\epsilon} v_{\epsilon}\left(w_{\sigma}^{\prime}-w_{\sigma}\right)\left(\boldsymbol{n}_{\sigma, \epsilon} \cdot \boldsymbol{e}_{j}\right)  \tag{37}\\
& =-\sum_{\epsilon \in \tilde{\mathcal{E}}(i, j)}^{\epsilon=\sigma \mid \sigma^{\prime}}\left|D_{\epsilon}\right|\left(\rho \hat{u}_{j}\right)_{D_{\epsilon}}\left(v_{i}\right)_{D_{\epsilon}}\left(\widetilde{\partial}_{j} w_{i}\right)_{D_{\epsilon}} \\
& =-\int_{\Omega} v_{\widetilde{\varepsilon}^{(i)}}(\rho \hat{\boldsymbol{u}})_{\tilde{\mathcal{E}}^{(i)}} \cdot \nabla_{\tilde{\varepsilon}^{(i)}} w \mathrm{~d} \boldsymbol{x}
\end{align*}
$$

where $v_{\tilde{\varepsilon}^{(i)}}=\sum_{\epsilon \epsilon \tilde{\mathcal{\varepsilon}}^{(i, j)}} v_{\epsilon} \mathbb{1}_{D_{\epsilon}}$ and $(\rho \hat{\boldsymbol{u}})_{\tilde{\mathcal{\varepsilon}}^{(i)}}=\sum_{\epsilon \in \tilde{\mathcal{\varepsilon}}^{(i, j)}} \rho_{\epsilon} \hat{u}_{\epsilon} \mathbb{1}_{D_{\epsilon}}$, with $v_{\epsilon}, \rho_{\epsilon}, \hat{u}_{\epsilon}$ given by (34)- (36). By analogy with the continuous case, we associate a discrete trilinear form to $\boldsymbol{C}_{\mathcal{E}}(\rho \boldsymbol{u})$ :

$$
\begin{align*}
& \forall(\rho, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}) \in L_{\mathcal{M}} \times \boldsymbol{H}_{\varepsilon, 0}^{3}, \\
& b_{\varepsilon}(\rho \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})=\sum_{i=1}^{d} b_{\varepsilon}^{(i)}\left(\rho \boldsymbol{u}, v_{i}, w_{i}\right)=\sum_{i=1}^{d} \int_{\Omega}\left(C_{\varepsilon}^{(i)}(\rho \boldsymbol{u}) v_{i}\right) w_{i} \mathrm{~d} \boldsymbol{x} \tag{38}
\end{align*}
$$

Remark 3.7. Owing to the definition (35) the mass balance holds over the dual cells: let $(\rho, \boldsymbol{u}) \in L_{\mathcal{M}} \times$ $\boldsymbol{H}_{\varepsilon, 0}$ satisfy (12a) and $\sigma=K \mid L \in \widetilde{\mathcal{E}}_{\text {int }}^{(i)}$. Using the approximation of the mass balance equation (1a) over $K$ and $L$ combined with $|K|=2\left|D_{K, \sigma}\right|$ and $|L|=2\left|D_{L, \sigma}\right|$ yields:

$$
\begin{equation*}
\frac{1}{\delta t}\left(\rho_{D_{\sigma}}^{n+1}-\rho_{D_{\sigma}}^{n}\right)+\frac{1}{\left|D_{\sigma}\right|} \sum_{\epsilon \in \tilde{\varepsilon}\left(D_{\sigma}\right)} F_{\sigma, \epsilon}=0 . \tag{39}
\end{equation*}
$$

## Discrete diffusion operator

Following the introduction, the momentum balance equation for variable viscosity and variable density incompressible flows involves the diffusion term $\operatorname{div}(\mu \mathbf{D}(\cdot))$, for which $\mu(t, \boldsymbol{x}) \in L^{\infty}([0, T] \times \Omega)$ is the dynamic fluid viscosity (see (1b)). As in the continuous case, the diffusive term discretization, denoted $\operatorname{div}_{\varepsilon}(\alpha \mathbf{D})(\cdot)$, should allow the discrete counterpart of the following integration by parts:

$$
\forall(\boldsymbol{u}, \boldsymbol{v}) \in \boldsymbol{H}_{\varepsilon, 0}^{2}, \quad-\int_{\Omega} \operatorname{div}(\mu \mathbf{D}(\boldsymbol{u})) \cdot \boldsymbol{v} \mathrm{d} \boldsymbol{x}=\int_{\Omega} \mu \mathbf{D}(\boldsymbol{u}): \mathbf{D}(\boldsymbol{v}) \mathrm{d} \boldsymbol{x},
$$

to hold, but also match with the discrete analog $\mathbf{D}_{\widetilde{\varepsilon}}(\cdot)$ of the strain rate tensor. Hence, let

$$
\begin{array}{l|l}
\mathbf{D}_{\widetilde{\varepsilon}}: & \boldsymbol{H}_{\mathcal{E}} \longrightarrow \prod_{i, j=1}^{d} H_{\widetilde{\mathcal{E}}(i, j)} \\
& \boldsymbol{u} \mapsto \mathbf{D}_{\widetilde{\varepsilon}} \boldsymbol{u}=\left(\frac{1}{2}\left(\check{\partial}_{j} u_{i}+\check{\partial}_{i} u_{j}\right)\right)_{i, j=1, \ldots, d} \tag{40}
\end{array}
$$

where $\partial_{j} u_{i}=\sum_{\epsilon \in \tilde{\mathcal{E}}^{(i, j)}}\left(\partial_{j} u_{i}\right)_{D_{\epsilon}} \mathbb{1}_{D_{\epsilon}}$ with $\left(\partial_{j} u_{i}\right)_{D_{\epsilon}}$ given by (23).

Thus, for each $\sigma \in \mathcal{E}^{(i)} \cap \mathcal{E}_{\mathrm{int}}, i \in \llbracket 1, d \rrbracket$, let us consider the average onto $D_{\sigma}$ of the $i^{\text {th }}$ component of the momentum balance

$$
\begin{equation*}
\int_{D_{\sigma}} \sum_{j=1}^{d} \frac{\partial}{\partial x_{j}}\left(\frac{\mu}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)\right) \mathrm{d} \boldsymbol{x}=\sum_{\substack{\epsilon \in \tilde{\mathcal{E}}\left(D_{\sigma}\right) \\ \epsilon \perp \boldsymbol{e}_{j}}} \int_{\epsilon} \frac{\mu}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)\left(\boldsymbol{n}_{\sigma, \epsilon} \cdot \boldsymbol{e}_{j}\right) \mathrm{d} \gamma(\boldsymbol{x}) \tag{41}
\end{equation*}
$$

In order to approximate (41), viscosity values that are computed onto the dual faces $\epsilon \in \widetilde{\mathcal{E}}$ are required. As we assume that the viscosity depends continuously on the density, $\left(\mu_{\epsilon}\right)_{\epsilon \in \widetilde{\mathcal{E}}}$ will be defined from $\left(\rho_{K}\right)_{K \in \mathcal{M}}$ in a way to be determined. Moreover, recalling that the sets $\left\{D_{\epsilon}, \epsilon \in \widetilde{\mathcal{E}}^{(i, j)}\right\}$ and $\left\{D_{\epsilon}, \epsilon \in \widetilde{\mathcal{E}}^{(j, i)}\right\}$ coincide ; the approximate values of $\left(\mu_{\epsilon}\right)_{\epsilon \in \tilde{\mathcal{E}}}$ are chosen to insure that the $N_{\mathcal{E}}$-matrix relative to $\operatorname{div}_{\mathcal{E}}(\mu \mathbf{D})(\cdot)$ is symmetric (where we identified $\boldsymbol{H}_{\mathcal{E}, 0}$ to $\mathbb{R}^{N_{\mathcal{E}}}$ with $\left|\mathcal{E}_{\text {int }}\right|=N_{\mathcal{E}}$ ).

More precisely, if one considers a dual face $\epsilon \in \widetilde{\mathcal{E}}\left(D_{\sigma}\right) \cap \widetilde{\mathcal{E}}^{(i)}$ with $\epsilon \perp \boldsymbol{e}_{j}$, the approximation of the surface integrals in (41) are dependent on whether $\epsilon$ is perpendicular or tangent to $\boldsymbol{e}_{j}$,

$$
\int_{\epsilon} \frac{\mu}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)\left(\boldsymbol{n}_{\sigma, \epsilon} \cdot \boldsymbol{e}_{j}\right) \mathrm{d} \gamma(\boldsymbol{x}) \approx \begin{cases}|\epsilon| \mu_{\epsilon} \frac{u_{\sigma^{\prime}}-u_{\sigma}}{d\left(\boldsymbol{x}_{\sigma}, \boldsymbol{x}_{\sigma^{\prime}}\right)} & \text { if } j=i  \tag{42}\\ |\epsilon| \frac{\mu_{\epsilon}}{2}\left(\left(\frac{u_{\sigma^{\prime}}-u_{\sigma}}{d\left(\boldsymbol{x}_{\sigma}, \boldsymbol{x}_{\sigma^{\prime}}\right)}\right)\left(\boldsymbol{n}_{\sigma, \epsilon} \cdot \boldsymbol{e}_{j}\right)+\right. \\ \left.\left(\frac{u_{\tau^{\prime}}-u_{\tau}}{d\left(\boldsymbol{x}_{\tau}, \boldsymbol{x}_{\tau^{\prime}}\right)}\right)\left(\boldsymbol{n}_{\tau, \epsilon^{\prime}} \cdot \boldsymbol{e}_{i}\right)\right)\left(\boldsymbol{n}_{\sigma, \epsilon} \cdot \boldsymbol{e}_{j}\right) & \text { otherwise. }\end{cases}
$$

In the first case we use the definition of $\left(\partial_{i} u_{i}\right)_{D_{\epsilon}}$ from 23). In the second case, setting $\sigma=K \mid L$ with $(K, L) \in \mathcal{M}^{2}$ we may find $\tau \in \mathcal{E}(K), \tau^{\prime} \in \mathcal{E}(L)$ with $\tau, \tau^{\prime} \in \mathcal{E}^{(j)}$ so that $\epsilon$ can be defined as the of half of each of the two faces $\tau$ and $\tau^{\prime}$. Additionally, there exists $\epsilon^{\prime} \in \widetilde{\mathcal{E}}^{(j)}, \epsilon^{\prime} \perp \boldsymbol{e}_{i}$ verifying $D_{\epsilon}=\epsilon^{\prime} \times\left[\boldsymbol{x}_{\tau}, \boldsymbol{x}_{\tau^{\prime}}\right]$.

From the approximate value of $\int_{\epsilon} \frac{\mu}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)\left(\boldsymbol{n}_{\sigma, \epsilon} \cdot \boldsymbol{e}_{j}\right) \mathrm{d} \gamma(\boldsymbol{x})$, one can denote by $\operatorname{div}_{\mathcal{E}}(\mu \mathbf{D})(\cdot)$ the discrete diffusion operator by setting
with for $i \in \llbracket 1, d \rrbracket$,

$$
\begin{equation*}
\operatorname{div}_{\varepsilon}^{(i)}(\mu \mathbf{D}(\boldsymbol{u}))=\sum_{\substack{\sigma \in \mathcal{E}_{\text {int }}^{(i)}}} \sum_{\substack{\epsilon \in \tilde{\varepsilon}\left(D_{\sigma}\right) \\ \epsilon \perp \boldsymbol{e}_{j}}} \frac{|\epsilon|}{\left|D_{\sigma}\right|} \frac{\mu_{\epsilon}}{2}\left(\check{\partial}_{j} u_{i}+ð_{i} u_{j}\right)_{D_{\epsilon}}\left(\boldsymbol{n}_{\sigma, \epsilon} \cdot \boldsymbol{e}_{j}\right) \mathbb{1}_{D_{\sigma}} \tag{44}
\end{equation*}
$$

computed by the previous values (42).

Lemma 3.8 (Duality $\operatorname{div}_{\mathcal{E}}-\boldsymbol{D}_{\widetilde{\mathcal{E}}}$ ). Let $\mathcal{D}=(\mathcal{M}, \mathcal{E})$ a MAC mesh of $\Omega$.
Then for all $\boldsymbol{u}, \boldsymbol{v} \in \boldsymbol{H}_{\varepsilon, 0}$,

$$
\begin{equation*}
\int_{\Omega} \operatorname{div} \varepsilon(\mu \mathbf{D}(\boldsymbol{u})) \cdot \boldsymbol{v} \mathrm{d} \boldsymbol{x}=-\int_{\Omega} \mu \boldsymbol{D}_{\widetilde{\varepsilon}}(\boldsymbol{u}): \boldsymbol{D}_{\widetilde{\varepsilon}}(\boldsymbol{v}) \mathrm{d} \boldsymbol{x} \tag{45}
\end{equation*}
$$

Proof: From (43)-(44), the left hand side of equation (45) can be written as,

$$
\begin{aligned}
& \sum_{i=1}^{d} \int_{\Omega} \operatorname{div}_{\varepsilon}^{(i)}(\mu \mathbf{D}(\boldsymbol{u})) \cdot v_{i} \mathrm{~d} \boldsymbol{x}=\sum_{i, j=1}^{d} \sum_{\substack{\sigma \in \mathcal{\varepsilon}_{\text {int }}^{(i)} \epsilon \in \tilde{\mathcal{\varepsilon}}\left(D_{\sigma}\right) \\
\epsilon \perp \boldsymbol{e}_{j}}}|\epsilon| \frac{\mu_{\epsilon}}{2}\left(\check{\partial}_{j} u_{i}+\check{\partial}_{i} u_{j}\right)_{D_{\epsilon}}\left(\boldsymbol{n}_{\sigma, \epsilon} \cdot \boldsymbol{e}_{j}\right) v_{\sigma} \\
& S^{\text {int }} \\
& =-\overbrace{\sum_{i, j=1}^{d} \sum_{\substack{\epsilon \tilde{\mathcal{E}}^{(i, j)} \\
\epsilon \in \sigma \mid \sigma^{\prime} \in \widetilde{\mathscr{q}}_{\text {int }}^{(i)}}}|\epsilon| \frac{\mu_{\epsilon}}{2}\left(\check{\partial}_{j} u_{i}+\check{ð}_{i} u_{j}\right)_{D_{\epsilon}}\left(\boldsymbol{n}_{\sigma, \epsilon} \cdot \boldsymbol{e}_{j}\right)\left(v_{\sigma^{\prime}}-v_{\sigma}\right)} \\
& \underbrace{+\sum_{\substack{i, j=1 \\
i}}^{\sum_{\substack{\epsilon \in \tilde{\mathcal{E}}(i, j) \\
\epsilon \in \tilde{\mathcal{E}}\left(D_{\sigma}\right) \cap \widetilde{\varepsilon}_{\text {ext }}^{(i)}}}|\epsilon| \frac{\mu_{\epsilon}}{2}\left(\mathscr{\partial}_{j} u_{i}+\check{\partial}_{i} u_{j}\right)_{D_{\epsilon}}\left(\boldsymbol{n}_{\sigma, \epsilon} \cdot \boldsymbol{e}_{j}\right) v_{\sigma}} .}_{S_{\text {ext }}}
\end{aligned}
$$

The velocity fields $\boldsymbol{u}$ and $\boldsymbol{v}$ vanishing on the boundary, and owing to property of symmetry $\left\{D_{\epsilon}, \epsilon \in \widetilde{\mathcal{E}}^{(i, j)}\right\}=$ $\left\{D_{\epsilon}, \epsilon \in \widetilde{\mathcal{E}}^{(j, i)}\right\}$, one can reorganise the sums $S_{\text {int }}$ and $S_{e x t}$,

$$
\begin{aligned}
& S_{i n t}=-\frac{1}{2} \sum_{i, j=1}^{d}\left(\sum_{\substack{\epsilon \in \widetilde{\mathcal{E}}^{(i, j)} \\
\epsilon=\sigma \mid \sigma^{\prime} \in \widetilde{\mathcal{E}}_{\text {int }}^{(i)}}}|\epsilon| \frac{\mu_{\epsilon}}{2}\left(\check{\partial}_{j} u_{i}+ð_{i} u_{j}\right)_{D_{\epsilon}}\left(\boldsymbol{n}_{\sigma, \epsilon} \cdot \boldsymbol{e}_{j}\right)\left(v_{\sigma^{\prime}}-v_{\sigma}\right)\right. \\
& \left.+\sum_{\substack{\epsilon^{\prime} \in \widetilde{\mathcal{E}}^{(j, i)} \\
\epsilon^{\prime}=\tau \mid \tau^{\prime} \in \widetilde{\mathcal{E}}_{\text {int }}^{(j)}}}\left|\epsilon^{\prime}\right| \frac{\mu_{\epsilon^{\prime}}}{2}\left(\check{ð}_{j} u_{i}+\check{ð}_{i} u_{j}\right)_{D_{\epsilon}^{\prime}}\left(\boldsymbol{n}_{\tau, \epsilon^{\prime}} \cdot \boldsymbol{e}_{j}\right)\left(v_{\tau^{\prime}}-v_{\tau}\right)\right) .
\end{aligned}
$$

Using $|\epsilon|=\left|D_{\epsilon}\right| / d\left(\boldsymbol{x}_{\sigma}, \boldsymbol{x}_{\sigma^{\prime}}\right)$ and $\left|\epsilon^{\prime}\right|=\left|D_{\epsilon^{\prime}}\right| / d\left(\boldsymbol{x}_{\tau}, \boldsymbol{x}_{\tau^{\prime}}\right)$, we get

$$
\begin{aligned}
& S_{i n t}=-\frac{1}{2} \sum_{i, j=1}^{d}\left(\sum_{\substack{\epsilon \in \widetilde{\mathcal{E}}^{(i, j)} \\
\epsilon=\sigma \mid \sigma^{\prime} \in \widetilde{\mathcal{E}}_{\text {int }}^{(i)}}}\left|D_{\epsilon}\right| \frac{\mu_{\epsilon}}{2}\left(\check{ð}_{j} u_{i}+ð_{i} u_{j}\right)_{D_{\epsilon}}\left(\check{\partial}_{j} v_{i}\right)_{D_{\epsilon}}\right.
\end{aligned}
$$

We proceed similarly for $S_{\text {ext }}$ and obtain after summing over the dual faces $\epsilon \in \widetilde{\mathcal{E}}_{\text {ext }}^{(i)}$, the expected outcome,

$$
S_{i n t}+S_{e x t}=-\sum_{\epsilon \in \widetilde{\mathcal{E}}}\left|D_{\epsilon}\right| \frac{\mu_{\epsilon}}{4}\left(\check{\partial}_{j} u_{i}+ð_{i} u_{j}\right)_{D_{\epsilon}}\left(\check{ð}_{j} v_{i}+ð_{i} v_{j}\right)_{D_{\epsilon}}=-\int_{\Omega} \mu \boldsymbol{D}_{\widetilde{\mathcal{\varepsilon}}}(\boldsymbol{u}): \boldsymbol{D}_{\widetilde{\mathcal{E}}}(\boldsymbol{v}) \mathrm{d} \boldsymbol{x}
$$

In order to derive apriori estimates later on, we resort to a discrete Korn inequality for the purpose of recovering the $\boldsymbol{H}_{\mathcal{E}, 0}$ norm of the velocity.
Lemma 3.9 (Discrete Korn inequality). For any $\boldsymbol{u} \in \boldsymbol{H}_{\mathcal{E}, 0}$ we have,

$$
\begin{equation*}
\|\boldsymbol{u}\|_{1, \varepsilon, 0} \leq \sqrt{2}\left\|D_{\widetilde{\varepsilon}}(\boldsymbol{u})\right\|_{L^{2}(\Omega)} \tag{46}
\end{equation*}
$$

Proof: We resort to the discrete counterparts of the arguments used in [6]. First and foremost Lemma 3.8 is adapted to the discrete operator $\nabla_{\widetilde{\varepsilon}}^{T}$ to yield,

$$
\begin{aligned}
\sum_{i=1}^{d} \int_{\Omega} u_{i} \cdot \operatorname{div}_{\mathcal{E}}^{(i)}\left(\nabla_{\widetilde{\varepsilon}}^{T} \boldsymbol{u}\right) \mathrm{d} \boldsymbol{x} & =\sum_{i, j=1}^{d} \sum_{\sigma \in \mathcal{E}_{\mathrm{int}}^{(i)}} \sum_{\substack{\tilde{\varepsilon}\left(D_{\sigma}\right) \\
\epsilon \perp \boldsymbol{e}_{j}}}|\epsilon|\left(\boldsymbol{n}_{\sigma, \epsilon} \cdot \boldsymbol{e}_{j}\right) u_{\sigma}\left(\frac{\partial u_{j}}{\partial \boldsymbol{x}_{i}}\right)_{D_{\epsilon}} \\
& =-\sum_{i, j=1}^{d} \sum_{\substack{ \\
\epsilon \in \widetilde{\mathcal{E}}^{(i, j)}}}\left|D_{\epsilon}\right|\left(\frac{\partial u_{i}}{\partial \boldsymbol{x}_{j}} \frac{\partial u_{j}}{\partial \boldsymbol{x}_{i}}\right)_{D_{\epsilon}}=-\int_{\Omega} \nabla_{\widetilde{\varepsilon}} \boldsymbol{u}: \nabla_{\widetilde{\varepsilon}}^{T} \boldsymbol{u} \mathrm{~d} \boldsymbol{x}
\end{aligned}
$$

Moreover, for $\sigma=K \mid L \in \widetilde{\mathcal{E}}_{\text {int }}^{(i)}$

$$
\begin{aligned}
\left(\operatorname{div}_{\varepsilon}^{(i)}\left(\nabla_{\tilde{\varepsilon}}^{T} \boldsymbol{u}\right)\right)_{D_{\sigma}} & =\frac{1}{\left|D_{\sigma}\right|} \sum_{j=1}^{d} \sum_{\epsilon \in \tilde{\tilde{\varepsilon}}\left(D_{\sigma}\right)}|\epsilon|\left(\frac{\partial u_{j}}{\partial \boldsymbol{x}_{i}}\right)_{D_{\epsilon}}\left(\boldsymbol{n}_{\sigma, \epsilon} \cdot \boldsymbol{e}_{j}\right) \\
& =\frac{1}{\left|D_{\sigma}\right|} \sum_{j=1}^{d}|\sigma|\left(\left(\frac{\partial u_{j}}{\partial \boldsymbol{x}_{j}}\right)_{L}-\left(\frac{\partial u_{j}}{\partial \boldsymbol{x}_{j}}\right)_{K}\right)\left(\boldsymbol{n}_{K, \sigma} \cdot \boldsymbol{e}_{i}\right) \\
& =\left(\check{\delta}_{\varepsilon}^{(i)}\left(\operatorname{div}_{\mathcal{M}} \boldsymbol{u}\right)\right)_{D_{\sigma}}
\end{aligned}
$$

The result above is demonstrated for the terms when $j=i$ by noting that for $\left(\epsilon_{-}, \epsilon_{+}\right) \in\left(\widetilde{\mathcal{E}}\left(D_{\sigma}\right) \cap \widetilde{\mathcal{E}}^{(i, j)}\right)$ we have $|\sigma|=\left|\epsilon_{+}\right|=\left|\epsilon_{-}\right|$et $\boldsymbol{n}_{\sigma, \epsilon}=-\boldsymbol{n}_{K, \sigma}$ si $D_{\epsilon}=K$.

Otherwise when $j \neq i$, then if $\sigma=K \mid L$ there exists $\left(\tau_{+}, \tau_{-}\right) \in\left(\mathcal{E}(K) \cap \mathcal{E}^{(j)}\right)^{2},\left(\tau_{+}^{\prime}, \tau_{-}^{\prime}\right) \in(\mathcal{E}(L) \cap$ $\left.\mathcal{E}^{(j)}\right)^{2}$ et $\left(\epsilon_{-}, \epsilon_{+}\right) \in\left(\widetilde{\mathcal{E}}\left(D_{\sigma}\right) \cap \widetilde{\mathcal{E}}^{(i, j)}\right)$ verifying:

* $\epsilon_{+}$the union of half of each of the two faces $\tau_{+}$et $\tau_{+}^{\prime}: \boldsymbol{n}_{\sigma, \epsilon_{+}}=\boldsymbol{n}_{K, \tau_{+}}=\boldsymbol{n}_{L, \tau_{+}^{\prime}}$.
* $\epsilon_{-}$the union of half of each of the two faces $\tau_{-}$et $\tau_{-}^{\prime}: \boldsymbol{n}_{\sigma, \epsilon_{-}}=\boldsymbol{n}_{K, \tau_{-}}=\boldsymbol{n}_{L, \tau_{-}^{\prime}}$.

Then,

$$
\left|\epsilon_{+}\right| / d\left(\boldsymbol{x}_{\tau_{+}}, \boldsymbol{x}_{\tau_{+}^{\prime}}\right)=\left|\epsilon_{-}\right| / d\left(\boldsymbol{x}_{\tau_{-}}, \boldsymbol{x}_{\tau_{-}^{\prime}}\right)=|\sigma| / d\left(\boldsymbol{x}_{\tau_{+}}, \boldsymbol{x}_{\tau_{-}}\right)=|\sigma| / d\left(\boldsymbol{x}_{\tau_{+}^{\prime}}, \boldsymbol{x}_{\tau_{-}^{\prime}}\right)
$$

to end up with $\sum_{\substack{\epsilon \in \tilde{\tilde{\varepsilon}}\left(D_{\sigma}\right) \\ \epsilon \perp \boldsymbol{e}_{j}}}|\epsilon|\left(\partial_{i} u_{j}\right)_{D_{\epsilon}}\left(\boldsymbol{n}_{\sigma, \epsilon} \cdot \boldsymbol{e}_{j}\right)=|\sigma|\left(\left(\check{\partial}_{j} u_{j}\right)_{L}-\left(\partial_{j} u_{j}\right)_{K}\right)\left(\boldsymbol{n}_{K, \sigma} \cdot \boldsymbol{e}_{i}\right)$.

Using those results combined with (32) we obtain,

$$
\int_{\Omega} \nabla_{\widetilde{\varepsilon}} \boldsymbol{u}: \nabla_{\widetilde{\varepsilon}}^{T} \boldsymbol{u} \mathrm{~d} \boldsymbol{x}=-\int_{\Omega} \boldsymbol{u} \cdot \nabla_{\mathcal{E}}\left(\operatorname{div}_{\mathcal{M}} \boldsymbol{u}\right) \mathrm{d} \boldsymbol{x}=\int_{\Omega}\left(\operatorname{div}_{\mathcal{M}} \boldsymbol{u}\right)^{2} \mathrm{~d} \boldsymbol{x}
$$

which finally yields the discrete Korn inequality,

$$
\begin{align*}
4 \int_{\Omega} D_{\widetilde{\varepsilon}}(\boldsymbol{u}): D_{\widetilde{\varepsilon}}(\boldsymbol{u}) \mathrm{d} \boldsymbol{x} & =\|\boldsymbol{u}\|_{1, \varepsilon, 0}^{2}+\int_{\Omega} \nabla_{\widetilde{\varepsilon}}^{T} \boldsymbol{u}: \nabla_{\widetilde{\varepsilon}}^{T} \boldsymbol{u} \mathrm{~d} \boldsymbol{x}+2 \int_{\Omega}\left(\operatorname{div}_{\mathcal{M}} \boldsymbol{u}\right)^{2} \mathrm{~d} \boldsymbol{x}  \tag{47}\\
& \geq 2\|\boldsymbol{u}\|_{1, \varepsilon, 0}^{2}
\end{align*}
$$

thanks to the symmetry property,

$$
\begin{equation*}
\int_{\Omega} \nabla_{\widetilde{\varepsilon}}^{T} \boldsymbol{u}: \nabla_{\widetilde{\varepsilon}}^{T} \boldsymbol{u} \mathrm{~d} \boldsymbol{x}=\sum_{i, j=1}^{d} \sum_{\epsilon \in \widetilde{\mathcal{\varepsilon}}_{(i, j)}}\left|D_{\epsilon}\right|\left(\partial_{i} u_{j}\right)_{D_{\epsilon}}^{2}=\int_{\Omega} \nabla_{\widetilde{\varepsilon}} \boldsymbol{u}: \nabla_{\widetilde{\varepsilon}} \boldsymbol{u} \mathrm{d} \boldsymbol{x} \tag{48}
\end{equation*}
$$

Finally, special attention is given for the computation of the discrete viscosity tensor in 12b) in order to gain a symmetry property for the diffusive operator:

Definition 3.10 (Computation of the viscosity "tensor"). Let $\mu: \rho \mapsto \mu(\rho)$ be the $C^{0}$ viscosity from the continuous formulation of the problem (1). Then, the discrete viscosity is function of the discrete density in the following manner:

For $0 \leq n \leq N-1$ and $\rho^{n+1} \in L_{\mathcal{M}}$ satisfying the discrete mass balance equation (12a), we define $\mu^{n+1} \in L_{\mathcal{M}}$ as,

$$
\begin{equation*}
\mu^{n+1}=\mu\left(\rho^{n+1}\right)=\sum_{K \in \mathcal{M}} \mu_{K}^{n+1} \mathbb{1}_{K} \quad \text { with } \quad \mu_{K}^{n+1}=\mu\left(\rho_{K}^{n+1}\right) \quad \forall K \in \mathcal{M} \tag{49}
\end{equation*}
$$

Additionally, for any $i, j$ in $\llbracket 1, d \rrbracket$ we compute $\mu_{i j}^{n+1}$ - the discrete viscosity tensor associated to $\widetilde{\mathcal{E}}^{(i, j)}-$ from the values $\left(\mu_{K}^{n+1}\right)_{K \in \mathcal{M}}$ and we have:

$$
\begin{equation*}
\mu_{i j}^{n+1}(\boldsymbol{x})=\sum_{\substack{\epsilon \in \tilde{\mathcal{E}}^{(i)} \\ \epsilon \perp \boldsymbol{e}_{j}}} \mu_{\epsilon}^{n+1} \mathbb{1}_{D_{\epsilon}}(\boldsymbol{x}) \tag{50}
\end{equation*}
$$

Therefore $\mu_{i j}^{n+1}$ belongs to the space $H_{\widetilde{\mathcal{E}}}{ }^{(i, j)}$ defined by 24 .
Let $\epsilon \in \widetilde{\mathcal{E}}^{(i, j)} \cap \widetilde{\mathcal{E}}_{\text {int }}^{(i)}=\left\{\epsilon \in \widetilde{\mathcal{E}}_{\text {int }}^{(i)}, \epsilon \perp \boldsymbol{e}_{j}\right\}$ be the dual face separating $D_{\sigma}$ and $D_{\sigma^{\prime}}$. If $i=j$ then we set $\mu_{\epsilon}^{n+1}=\mu_{K}^{n+1}$ if $\epsilon$ is included in $K \in \mathcal{M}$ (see Figure 5). Otherwise, we may find $\left(K, K^{\prime}, L, L^{\prime}\right) \in \mathcal{N}^{4}$ verifying $\sigma=K \mid L$ and $\sigma^{\prime}=K^{\prime} \mid L^{\prime}$ (see Figure 6) and we define $\mu_{\epsilon}^{n+1}$ associated to the dual cell $D_{\epsilon}$ as,

$$
\begin{equation*}
\left|D_{\epsilon}\right| \mu_{\epsilon}^{n+1}=\frac{1}{4}\left(|K| \mu_{K}^{n+1}+|L| \mu_{L}^{n+1}+\left|K^{\prime}\right| \mu_{K^{\prime}}^{n+1}+\left|L^{\prime}\right| \mu_{L^{\prime}}^{n+1}\right) \tag{51}
\end{equation*}
$$

If $\epsilon \in \widetilde{\mathcal{E}}^{(i, j)} \cap \widetilde{\mathcal{E}}_{\text {ext }}^{(i)}=\left\{\epsilon \in \widetilde{\mathcal{E}}_{\text {ext }}^{(i)}, \epsilon \perp \boldsymbol{e}_{j}\right\}$ then $\epsilon \in \widetilde{\mathcal{E}}\left(D_{\sigma}\right) \cap \widetilde{\mathcal{E}}_{\text {ext }}^{(i)}$ for some $\sigma=K \mid L$ and we are in the configuration illustrated in Figure 5. Hence $\left|D_{\epsilon}\right|=\frac{1}{2}\left|D_{\sigma}\right|=\frac{1}{4}(|K|+|L|)$ and we set:

$$
\begin{equation*}
\left|D_{\epsilon}\right| \mu_{\epsilon}^{n+1}=\frac{1}{4}\left(|K| \mu_{K}^{n+1}+|L| \mu_{L}^{n+1}\right) . \tag{52}
\end{equation*}
$$

Finally, so as to avoid an unnecessary excess of notations in some parts of the chapter, we note $\mu_{\tilde{\varepsilon}}^{n+1} \boldsymbol{D}_{\tilde{\varepsilon}}(\boldsymbol{u})=$ $\frac{1}{2}\left(\mu_{i j}^{n+1}\left(\check{\partial}_{j} u_{i}+\check{\partial}_{i} u_{j}\right)\right)_{i, j=1, . ., d}$.

Remark 3.11. Indeed, when $i=j$ we recall that the partition given by $\left\{D_{\epsilon}, \epsilon \in \widetilde{\mathcal{E}}^{(i, i)}\right\}$ coincides with the set of primal cells $K \in \mathcal{M}$. Moreover, thanks to the equivalence of the partitions $\left\{D_{\epsilon}, \epsilon \in \widetilde{\mathcal{E}}^{(i, j)}\right\}=$ $\left\{D_{\epsilon}, \epsilon \in \widetilde{\mathcal{E}}^{(j, i)}\right\}$ there exists $\epsilon^{\prime} \in \widetilde{\mathcal{E}}^{(j, i)}$ such that $\mu_{\epsilon}=\mu_{\epsilon^{\prime}}$.


Figure 5: Computation of 51) for $\epsilon \in \widetilde{\mathcal{E}}^{(1,1)}$ (left) ; for $\epsilon \in \widetilde{\mathcal{E}}^{(1,2)} \cap \mathcal{E}_{\text {ext }}^{(1)}$ (right)


Figure 6: Computation of 51) for $\epsilon \in \widetilde{\mathcal{E}}^{(1,2)}$ and $\epsilon^{\prime} \in \widetilde{\mathcal{E}}^{(2,1)}(d=2)$
Thus, the viscosity tensor given by the definition above yields the symmetry of the diffusive operator as
needed. We give below a formulation equivalent to (12) using the approximations defined so far,
Let $\boldsymbol{u}^{0}=\Pi_{\mathcal{E}} \boldsymbol{u}_{0} \in \boldsymbol{H}_{\mathcal{E}, 0} \quad$ and $\quad \rho^{0}=\Pi_{\mathcal{M}} \rho_{0} \in L_{\mathcal{M}}$

For $n \in\{0, \cdots, N-1\}$
Find $\left(\rho^{n+1}, \boldsymbol{u}^{n+1}, p^{n+1}\right) \in L_{\mathcal{M}} \times \boldsymbol{H}_{\varepsilon, 0} \times L_{\mathcal{M}} \quad$ satisfying :

$$
\begin{array}{lr}
\frac{1}{\delta t}\left(\rho_{K}^{n+1}-\rho_{K}^{n}\right)+\frac{1}{|K|} \sum_{\sigma \in \mathcal{E}(K)} F_{K, \sigma}^{n+1}=0 & \forall K \in \mathcal{M} \\
\frac{1}{\delta t}\left(\rho_{D_{\sigma}}^{n+1} u_{\sigma}^{n+1}-\rho_{D_{\sigma}}^{n} u_{\sigma}^{n}\right)+\frac{1}{\left|D_{\sigma}\right|} \sum_{\epsilon \in \tilde{\mathcal{E}}\left(D_{\sigma}\right)} F_{\sigma, \epsilon}^{n+1} u_{\epsilon}^{n+1} & \\
& -\left(\operatorname{div}_{\mathcal{E}}\left(\mu_{\tilde{\varepsilon}} \mathbf{D}_{\widetilde{\varepsilon}}\left(\boldsymbol{u}^{n+1}\right)\right)\right)_{D_{\sigma}}+\left(\nabla_{\mathcal{E}} p^{n+1}\right)_{D_{\sigma}}=f_{\sigma}^{n+1}
\end{array} r i, \forall \sigma \in \mathcal{E}_{\text {int }}^{(i)}
$$

## 4 Preliminary results and tools.

Due to the staggered nature of the MAC grids, we are led to deal with convex combinations of the discrete solutions $\left(\rho^{n+1}, \boldsymbol{u}^{n+1}\right) \in L_{\mathcal{M}} \times \boldsymbol{H}_{\varepsilon, 0}$. Furthermore, at some point in the proof - mainly during the passage to the limit in the discrete scheme - we are required to control those quantities to assure their convergence. Hence, we define in this section several "reconstruction" operators so as to cover all our needs.

Definition 4.1 (Reconstructions from $\mathcal{M}$ to $\left.\mathcal{E}^{(i)}\right)$. Let $\mathcal{D}=(\mathcal{M}, \mathcal{E})$ be an admissible MAC mesh, and $i \in[1, d]$. We define the reconstruction operator from $L_{\mathcal{M}}$ to $H_{\mathcal{E}^{(i)}}$ as follows:

$$
\mathcal{R}_{\mathcal{M}}^{\mathcal{E}^{(i)}}: \left\lvert\, \begin{array}{rll}
L_{\mathcal{M}} & \rightarrow H_{\mathcal{E}^{(i)}}  \tag{54}\\
q & \mapsto \mathcal{R}_{\mathcal{M}}^{\mathcal{E}^{(i)}} q=\sum_{\substack{\sigma \in \mathcal{E}_{\text {int }}^{(i)} \\
\sigma=K \mid L}}\left(\mathcal{R}_{\mathcal{M}}^{\mathcal{E}^{(i)}} q\right)_{D_{\sigma}} \mathbb{1}_{D_{\sigma}}+\sum_{\substack{\sigma \in \mathcal{E}^{(i)} \\
\sigma \in \mathcal{E}(K)}} q_{K} \mathbb{1}_{D_{K, \sigma}}
\end{array}\right.
$$

where,

$$
\left(\mathcal{R}_{\mathcal{M}}^{\mathcal{E}(i)} q\right)_{D_{\sigma}}=\alpha_{\sigma} q_{K}+\left(1-\alpha_{\sigma}\right) q_{L} \quad \text { with } \quad \alpha_{\sigma}=\left|D_{K, \sigma}\right| /\left|D_{\sigma}\right| \quad \text { if } \quad \sigma=K \mid L \in \mathcal{E}_{\mathrm{int}}^{(i)}
$$

and we note that the value $\left(\mathcal{R}_{\mathcal{M}}^{\mathcal{E}} q\right)_{D_{\sigma}}$ for $\sigma \in \mathcal{E}(K) \cap \mathcal{E}_{\text {ext }}^{(i)}$ is coherent since $\left|D_{K, \sigma}\right|=\left|D_{\sigma}\right|$. Additionally, we introduce the following reconstruction operator from $H_{\mathcal{E}(i)}$ to $L_{\mathcal{M}}$ :

$$
\mathcal{R}_{\mathcal{E}^{(i)}}^{\mathcal{M}}: \left\lvert\, \begin{array}{rll}
H_{\mathcal{E}^{(i)}} & \rightarrow L_{\mathcal{M}} \\
v & \mapsto & \mathcal{R}_{\mathcal{E}^{(i)}}^{\mathcal{M}} v=\sum_{K \in \mathcal{M}}\left(\mathcal{R}_{\mathcal{E}^{(i)}}^{\mathcal{X}} v\right)_{K} \mathbb{1}_{K} \tag{55}
\end{array}\right.
$$

where,

$$
\left(\mathcal{R}_{\mathcal{E}^{(i)}}^{\mathcal{M}} v\right)_{K}=\frac{1}{2}\left(v_{\sigma}+v_{\sigma^{\prime}}\right) \quad \text { with } \quad\left(\sigma, \sigma^{\prime}\right) \in\left(\mathcal{E}(K) \cap \mathcal{E}^{(i)}\right)^{2}
$$

which again is coherent as we have $\left|D_{K, \sigma}\right|=\left|D_{K, \sigma^{\prime}}\right|=|K| / 2$.

Remark 4.2. Both operators are clearly linear. Additionally, for $q \in L_{\mathcal{M}}$ and $v \in H_{\mathcal{E}^{(i)}}$, we compute $\mathcal{R}_{\mathcal{M}}^{\mathcal{E}^{(i)}} q$ and $\mathcal{R}_{\mathcal{E}^{(i)}}^{\mathcal{M}} v$ through convex combinations of the values $\left(q_{K}\right)_{K \in \mathcal{M}}$ and $\left(v_{\sigma}\right)_{\sigma \in \mathcal{E}^{(i)}}$ respectively.

Let us prove the following stability result,
Lemma 4.3 (Stability in $\boldsymbol{L}^{\boldsymbol{p}}, \boldsymbol{p} \in[1, \infty]$ ). Let $q \in L_{\mathcal{M}}$ and $v \in H_{\mathcal{E}(i)}$ for some $i \in \llbracket 1, d \rrbracket$. Then,

$$
\left\|\mathcal{R}_{\mathcal{M}}^{\mathcal{E}^{(i)}} q\right\|_{L^{p}(\Omega)} \leq\|q\|_{L^{p}(\Omega)} \quad \text { and } \quad\left\|\mathcal{R}_{\mathcal{E}^{(i)}}^{\mathcal{M}} v\right\|_{L^{p}(\Omega)} \leq\|v\|_{L^{p}(\Omega)}
$$

Proof: We prove the first estimate only since both proofs are almost identical. The case with $p=\infty$ is straightforward since we are dealing with convex combinations. Thus, let $q \in L_{\mathcal{M}}$ and $p \in[1, \infty)$. Using Jensen's inequality and $\left|D_{\sigma}\right|=\left|D_{K, \sigma}\right|+\left|D_{L, \sigma}\right|$ for $\sigma=K \mid L$ yields:

$$
\begin{aligned}
\left\|\mathcal{R}_{\mathcal{M}}^{\mathcal{E}^{(i)}} q\right\|_{L^{p}(\Omega)}^{p} & =\sum_{\substack{\sigma \in \mathcal{E}_{\text {int }}^{(i)} \\
\sigma=K \mid L}}\left|D _ { \sigma } \left\|\alpha_{\sigma} q_{K}+\left.\left(1-\alpha_{\sigma}\right) q_{L}\right|^{p}+\sum_{\substack{\sigma \in \mathcal{E}^{(i)} \\
\sigma \in \mathcal{E x t}(K)}}\left|D_{K, \sigma} \| q_{K}\right|^{p}\right.\right. \\
& \leq \sum_{\substack{\sigma \in \mathcal{E}_{\text {int }}^{(i)} \\
\sigma=K \mid L}}\left[\left|D_{K, \sigma}\right|\left|q_{K}\right|^{p}+\left|D_{L, \sigma} \| q_{L}\right|^{p}\right]+\sum_{\substack{\sigma \in \mathcal{E}_{\text {ext }}^{(i)} \\
\sigma \in \mathcal{E}(K)}}\left|D_{K, \sigma} \| q_{K}\right|^{p} \\
& \leq \sum_{K \in \mathcal{M}}|K|\left|q_{K}\right|^{p}=\|q\|_{L^{p}(\Omega)}^{p}
\end{aligned}
$$

In the same manner we define, following [17], a reconstruction operator from $H_{\mathcal{E}^{(i), 0}}$ to $H_{\widetilde{\mathcal{E}}^{(i, j)}}$ for some $(i, j) \in \llbracket 1, d \rrbracket^{2}$. The latter will allow us to deal with the quantities $\left(\rho_{\epsilon}, u_{\epsilon}\right)_{\epsilon \in \tilde{\mathcal{E}}}$ appearing in the nonlinear velocity convection term in (53b). Then, we may reformulate the trilinear form $b_{\mathcal{E}}$ defined by (38) so as to obtain estimates necessary to derive the a priori estimates for the problem, as well as the convergence of the scheme.

Definition 4.4 (Reconstructions from $H_{\mathcal{E}^{(i)}, 0}$ to $H_{\widetilde{\mathcal{E}}^{(i, j)}}$ ). Let $\mathcal{D}=(\mathcal{M}, \mathcal{E})$ be an admissible MAC mesh, and $i, j \in \llbracket 1, d \rrbracket$. We define the reconstruction operator from $H_{\mathcal{E}^{(i)}, 0}$ to $H_{\widetilde{\mathcal{E}}^{(i, j)}}$ as follows:

$$
\begin{array}{c|ccc}
\mathcal{R}_{\widetilde{\mathcal{E}}}^{(i, j)}: & H_{\mathcal{E}^{(i)}, 0} & \rightarrow & H_{\widetilde{\mathcal{E}}^{(i, j)}} \\
v & \mapsto & \mathcal{R}_{\widetilde{\mathcal{E}}}^{(i, j)} v=\sum_{\substack{\epsilon \in \widetilde{\mathcal{E}}^{(i)} \\
\epsilon \perp \boldsymbol{e}^{(j)}}}\left(\mathcal{R}_{\widetilde{\mathcal{E}}}^{(i, j)} v\right)_{D_{\epsilon}} \mathbb{1}_{D_{\epsilon}}, \tag{56}
\end{array}
$$

where,

$$
\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(i, j)} v\right)_{D_{\epsilon}}= \begin{cases}\alpha_{\epsilon} v_{\sigma}+\left(1-\alpha_{\epsilon}\right) v_{\sigma^{\prime}} & \text { if } \quad \epsilon=\sigma \mid \sigma^{\prime} \in \widetilde{\mathcal{E}}_{\mathrm{int}}^{(i)} \\ \alpha_{\epsilon} v_{\sigma} & \text { if } \quad \epsilon \in \widetilde{\mathcal{E}}\left(D_{\sigma}\right) \cap \widetilde{\mathcal{E}}_{\mathrm{ext}}^{(i)}\end{cases}
$$

and $\alpha_{\epsilon} \in[0,1]$ to which we give a meaning below (Lemma 4.6).

Lemma 4.5 (Stability of $\mathcal{R}_{\widetilde{\mathcal{E}}}^{(i, j)}$ in $L^{p}, \boldsymbol{p} \in[1, \infty)$ ). Let $p \in[1, \infty)$. Then, there exists $C_{\eta_{\mathcal{M}}} \geq 0$ depending only on $\eta_{\mathcal{M}}$ such that for any $v \in H_{\mathcal{E}^{(i)}, 0}$ we have,

$$
\left\|\mathcal{R}_{\widetilde{\varepsilon}}^{(i, j)} v\right\|_{L^{p}(\Omega)} \leq C_{\eta_{\mathcal{M}}}\|v\|_{L^{p}(\Omega)}
$$

Proof: Using $\alpha_{\epsilon} \in[0,1]$ and $(a+b)^{p} \leq 2^{p-1}\left(a^{p}+b^{p}\right)$ for $a, b>0$ yields:

$$
\left\|\mathcal{R}_{\widetilde{\varepsilon}}^{(i, j)}\right\|_{L^{p}(\Omega)}^{p} \leq 2^{p-1} \sum_{\substack{\epsilon \in \widetilde{\mathcal{E}}_{\text {int }}^{(i)} \\ \epsilon=\sigma \mid \sigma^{\prime}}}\left|D_{\epsilon}\right|\left(\left|v_{\sigma}\right|^{p}+\left|v_{\sigma^{\prime}}\right|^{p}\right)+\sum_{\substack{\epsilon \in \widetilde{\mathcal{E}}_{\text {ext }}^{(i)} \\ \epsilon \in \widetilde{\mathcal{E}}\left(D_{\sigma}\right)}}\left|D_{\epsilon} \| v_{\sigma}\right|^{p}
$$



Figure 7: Reconstruction of the first component of the velocity ( $i=1$ and $d=2$ ).

We reorder the sum then use the regularity of the mesh $\eta_{\mathcal{M}}$, to bound the measure $\left|D_{\epsilon}\right|+\left|D_{\epsilon^{\prime}}\right|$ by $C_{\eta_{\mathcal{M}}}\left|D_{\sigma}\right|$, with $\epsilon$ and $\epsilon^{\prime}$ being the two dual faces of $D_{\sigma}$ orthogonal to $\boldsymbol{e}_{j}$,

$$
\left\|\mathcal{R}_{\widetilde{\mathcal{E}}}^{(i, j)}\right\|_{L^{p}(\Omega)}^{p} \leq 2^{p-1} \sum_{\substack{\sigma \in \mathcal{E}^{(i)} \\ \epsilon, \epsilon^{\prime} \in \widetilde{\mathcal{E}}\left(D_{\sigma}\right)}}\left[\left|D_{\epsilon}\right|+\left|D_{\epsilon^{\prime}}\right|\right]\left|v_{\sigma}\right|^{p} \leq 2^{p-1} C_{\eta_{\mathcal{M}}}\|v\|_{L^{p}(\Omega)}^{p}
$$

Using the reconstructions by $\mathcal{R}_{\widetilde{\varepsilon}}^{(i, j)}$, we give another useful formulation of the trilinear form $b_{\mathcal{E}}$ as follows:
Lemma 4.6 (Reformulation of $\left.\boldsymbol{b}_{\mathcal{E}}\right)$. Let $i \in\{1, . ., d\}$ and $(\rho, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}) \in L_{\mathcal{M}} \times H_{\mathcal{E}^{(i)}, 0}^{3}$. Let $b_{\mathcal{E}}^{(i)}\left(\rho \boldsymbol{u}, v_{i}, w_{i}\right)$ be defined by (38). Then there exists three reconstruction operators : $\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(i, j)}\right)^{\rho},\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(i, j)}\right)^{u}$ and $\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(i, j)}\right)^{v}$ in the sense of Definition 4.4 such that,

$$
\begin{equation*}
b_{\varepsilon}^{(i)}\left(\rho \boldsymbol{u}, v_{i}, w_{i}\right)=-\sum_{j=1}^{d} \int_{\Omega}\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(j, i)}\right)^{\rho} \rho_{\mathcal{E}}(j)\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(j, i)}\right)^{u} u_{j}\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(i, j)}\right)^{v} v_{i}{ }^{\circ}{ }_{j} w_{i} \mathrm{~d} \boldsymbol{x} \tag{57}
\end{equation*}
$$

where $\left(\rho_{\mathcal{E}^{(j)}}\right)=\left(\rho_{\sigma}\right)_{\sigma \in \mathcal{E}^{(j)}}$ are the values defined on $\mathcal{E}^{(j)}$ computed from $\rho \in L_{\mathcal{M}}$ using the upwind scheme (see 20).

Proof: By the definition of $b_{\varepsilon}^{(i)}\left(\rho \boldsymbol{u}, v_{i}, w_{i}\right)$ in (38) and the duality property of the convective term (37) we have,

$$
\begin{aligned}
b_{\varepsilon}^{(i)}\left(\rho \boldsymbol{u}, v_{i}, w_{i}\right) & =-\sum_{\epsilon \in \widetilde{\mathcal{E}}^{(i, j)}}\left|D_{\epsilon}\right|\left(\rho u_{j}\right)_{D_{\epsilon}}\left(v_{i}\right)_{D_{\epsilon}}\left(\partial_{j} w_{i}\right)_{D_{\epsilon}} \\
& =-\sum_{j=1}^{d} \sum_{\substack{\epsilon \in \widetilde{\mathcal{E}}^{(i, j)} \\
\epsilon=\sigma \mid \sigma^{\prime}}}\left|D_{\epsilon}\right| \rho_{\epsilon} u_{\epsilon} v_{\epsilon}\left(\partial_{j} w_{i}\right)_{D_{\epsilon}}
\end{aligned}
$$

From their definitions in (36), we have that $\rho_{\epsilon}$ and $u_{\epsilon}$ are convex combinations of elements $\in \mathcal{E}$ lying on the faces of $D_{\epsilon}$. Therefore there exists two reconstruction operators $\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(j, i)}\right)^{\rho}$ and $\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(j, i)}\right)^{u}$ such that $\left(\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(j, i)}\right)^{\rho} \rho_{\mathcal{E}^{(j)}}\right)_{D_{\epsilon}}=\rho_{\epsilon}$ and $\left(\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(j, i)}\right)^{u} u\right)_{D_{\epsilon}}=u_{\epsilon}$. Finally, $v_{\epsilon}$ is given either by an interpolation or the upwind scheme $\sqrt{34}$, hence we also have the existence of an operator $\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(i, j)}\right)^{v}$ verifying $\left(\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(i, j)}\right)^{v} v\right)_{D_{\epsilon}}=v_{\epsilon}$ which concludes the reformulation of $b_{\mathcal{\varepsilon}}^{(i)}$.

Thanks to the reconstruction operators we may derivate the discrete equivalent of the classical estimates on the trilinear form [35] and we have,

Lemma 4.7 (Estimates on $\boldsymbol{b}_{\mathcal{E}}$ ). There exists a constant $C_{\eta_{\mathcal{M}}}>0$, depending only on $\eta_{\mathcal{M}}-$ as defined in (9) - such that for any $(\rho, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}) \in L_{\mathcal{M}} \times \boldsymbol{E}_{\mathcal{E}} \times \boldsymbol{H}_{\mathcal{E}, 0}^{2}$ we have,

$$
\begin{align*}
&\left|b_{\mathcal{E}}(\rho \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})\right| \leq C_{\eta_{\mathcal{M}}}\|\rho\|_{L^{\infty}(\Omega)}\|\boldsymbol{u}\|_{L^{4}(\Omega)^{d}}\|\boldsymbol{v}\|_{L^{4}(\Omega)^{d}}\|\boldsymbol{w}\|_{1, \varepsilon, 0}  \tag{58}\\
&\left|b_{\mathcal{E}}(\rho \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})\right| \leq C_{\eta_{\mathcal{M}}}\|\rho\|_{L^{\infty}(\Omega)}\|\boldsymbol{u}\|_{1, \varepsilon, 0}\|\boldsymbol{v}\|_{1, \varepsilon, 0}\|\boldsymbol{w}\|_{1, \varepsilon, 0}
\end{align*}
$$

Proof: The result is a direct adaptation of [17]. Let us consider $(\rho, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}) \in L_{\mathcal{M}} \times \boldsymbol{E}_{\mathcal{E}} \times \boldsymbol{H}_{\varepsilon, 0}^{2}$. For any $i \in\{1, . ., d\}$, we use Hölder's inequality on the reformulation of $b_{\mathcal{E}}^{(i)}\left(\rho \boldsymbol{u}, v_{i}, w_{i}\right)$ to yield,

$$
\left|b_{\mathcal{\varepsilon}}^{(i)}\left(\rho \boldsymbol{u}, v_{i}, w_{i}\right)\right| \leq \sum_{j=1}^{d}\left\|\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(j, i)}\right)^{\rho} \rho_{\mathcal{E}^{(j)}}\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(j, i)}\right)^{u} u\right\|_{L^{4}(\Omega)}\left\|\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(i, j)}\right)^{v} v\right\|_{L^{4}(\Omega)^{d}}\left\|{\underset{\partial}{j}} w_{i}\right\|_{L^{2}(\Omega)}
$$

Using Lemma 4.5 and the fact that $\left(\mathcal{R}_{\widetilde{\mathcal{E}}}^{(j, i)}\right)^{\rho} \rho_{\mathcal{E}(j)}$ is obtained by convex interpolations of values of $\rho$ yields the first estimate of (58). The second estimate holds thanks to the discrete Sobolev inequality [13, Lemma 3.5]:

$$
\|\boldsymbol{v}\|_{L^{q}(\Omega)} \leq C\left(\eta_{\mathcal{M}}, q\right)\|\boldsymbol{v}\|_{1, \mathcal{E}, 0} \quad \forall \boldsymbol{v} \in \boldsymbol{H}_{\mathcal{E}, 0} \quad \forall q \in[2,6]
$$

which allows us to control the $L^{4}$ norm by the discrete $\boldsymbol{H}_{0}^{1}$ norm.
Finally, following [16], let us define the following Fortin operator:

$$
\begin{array}{l|l}
\widetilde{\Pi}_{\mathcal{E}}^{(i)}: & H_{0}^{1}(\Omega) \longrightarrow H_{\mathcal{E}^{(i)}, 0} \\
& v_{i} \mapsto \widetilde{\Pi}_{\mathcal{E}}^{(i)} v_{i}=\sum_{\sigma \in \mathcal{E}^{(i)}}\left(\frac{1}{|\sigma|} \int_{\sigma} v_{i}(\boldsymbol{x}) d \gamma(\boldsymbol{x})\right) \mathbb{1}_{D_{\sigma}} \tag{59}
\end{array}
$$

satisfying the following criterias [16]: a continuity from $\boldsymbol{H}_{0}^{1}(\Omega)$ to $\boldsymbol{H}_{\mathcal{E}, 0}$ and the preservation of the divergence in a sense explained below. Hence for $\boldsymbol{v} \in \boldsymbol{H}_{0}^{1}(\Omega)$, we have,

$$
\begin{equation*}
\left\|\widetilde{\Pi}_{\varepsilon} \boldsymbol{v}\right\|_{1, \varepsilon, 0} \leq C_{\eta_{\mathcal{M}}}\|\nabla \boldsymbol{v}\|_{L^{2}(\Omega)^{d \times d}} \tag{60}
\end{equation*}
$$

where $C_{\eta_{\mathcal{M}}}$ is a constant depending on $\Omega$ and $\eta_{\mathcal{M}}$ (in a non-decreasing way) only. Additionally $\widetilde{\Pi}_{\mathcal{E}}$ verifies a divergence preservation property:

$$
\begin{equation*}
\int_{\Omega} q \operatorname{div} \boldsymbol{v} \mathrm{~d} \boldsymbol{x}=\int_{\Omega} q \operatorname{div}_{\mathcal{M}}\left(\widetilde{\Pi}_{\varepsilon} \boldsymbol{v}\right) \mathrm{d} \boldsymbol{x} \quad \forall q \in L_{\mathcal{M}} \tag{61}
\end{equation*}
$$

Setting $q=\mathbb{1}_{K}$ for any $K \in \mathcal{M}$, an important consequence is:

$$
\begin{equation*}
\operatorname{div}_{\mathcal{M}}\left(\widetilde{\Pi}_{\mathcal{E}} \boldsymbol{v}\right)=\Pi_{\mathcal{M}}(\operatorname{div} \boldsymbol{v}) \tag{62}
\end{equation*}
$$

## 5 Estimates and Existence results

In the present section we aim to prove that a solution to the discrete scheme 12 exists at any given time $t^{n}$. In order to deal with the nonlinear terms in equations $12 \mathrm{a} \mid 12 \mathrm{~b}$ we use the topological degree theory for which we recall some relevant advances. These results can be found in [10] and their applications to numerical schemes in [12, 24, 17, 14]

First we demonstrate some preliminary results and estimates regarding the solutions of $(12)$. The following uniform estimate is a classical consequence of the upwind choice in the mass equation and of the fact that the velocity is divergence-free. Then we derive bounds on the velocity and pressure which are needed for the existence result.

### 5.1 Estimates on the discrete solutions

Lemma 5.1 (Estimate on the density - discrete maximum principle). Let $\mathcal{D}$ be an admissible MAC discretization of $\Omega$. For $n \in\{1, \cdots, N-1\}$, assume $\rho^{n} \in L_{\mathcal{M}}$ is such that $0<\rho_{\min } \leq \rho^{n} \leq \rho_{\max }$. If $\rho^{n+1} \in L_{\mathcal{M}}$ and $\boldsymbol{u}^{n+1} \in \boldsymbol{H}_{\varepsilon}$ satisfy the discrete mass balance (12a) and the divergence constraint (12c), then

$$
\begin{equation*}
\rho_{\min } \leq \rho^{n+1} \leq \rho_{\max } . \tag{63}
\end{equation*}
$$

Moreover, provided that the discrete viscosity $\mu^{n} \in L_{\mathcal{M}}$ defined as in Definition 3.10 satisfies $0<\mu_{\min } \leq$ $\mu^{n} \leq \mu_{\text {max }}$, we have

$$
\begin{equation*}
\mu_{\min } \leq \mu^{n+1} \leq \mu_{\max } \tag{64}
\end{equation*}
$$

Proof: Starting with the right side of the inequality (63), the discrete mass conservation equation (12a) given on $K \in \mathcal{M}$ is multiplied by $|K|\left(\rho_{K}^{n+1}-\rho_{\max }\right)^{+}$. Summing over cells $K$ yields,

$$
\begin{equation*}
\underbrace{\sum_{K \in \mathcal{M}} \frac{|K|}{\delta t}\left(\rho_{K}^{n+1}-\rho_{K}^{n}\right)\left(\rho_{K}^{n+1}-\rho_{\max }\right)^{+}}_{A}+\underbrace{\sum_{K \in \mathcal{M}} \sum_{\sigma \in \mathcal{E}(K)} F_{K, \sigma}\left(\rho_{K}^{n+1}-\rho_{\max }\right)^{+}}_{B}=0 \tag{65}
\end{equation*}
$$

The desired inequality is obtained by the first term in the equation. We focus on the second term, denoted by $B$, which we reformulate using the divergence constraint (53c) as,

$$
B=-\sum_{K \in \mathcal{M}} \sum_{\sigma \in \mathcal{E}(K)}|\sigma| u_{K, \sigma}\left(\rho_{K}^{n+1}-\rho_{\sigma}^{n+1}\right)\left(\rho_{K}^{n+1}-\rho_{\max }\right)^{+}
$$

Let us denote $\operatorname{sign}(x)=1$ if $x \geq 0$, and 0 otherwise. Therefore,

$$
B=-\sum_{K \in \mathcal{M}} \sum_{\sigma \in \mathcal{E}(K)} \operatorname{sign}\left(\rho_{K}^{n+1}-\rho_{\max }\right)|\sigma| u_{K, \sigma}\left(\rho_{K}^{n+1}-\rho_{\max }\right)\left(\left(\rho_{K}^{n+1}-\rho_{\max }\right)-\left(\rho_{\sigma}^{n+1}-\rho_{\max }\right)\right)
$$

Using $2 a(a-b)=a^{2}+(a-b)^{2}-b^{2}$ and 53c we end up with,

$$
B=-\frac{1}{2} \sum_{K \in \mathcal{M}} \sum_{\sigma \in \mathcal{E}(K)} \operatorname{sign}\left(\rho_{K}^{n+1}-\rho_{\max }\right)|\sigma| u_{K, \sigma}\left(\left(\rho_{K}^{n+1}-\rho_{\sigma}^{n+1}\right)^{2}-\left(\rho_{\sigma}^{n+1}-\rho_{\max }\right)^{2}\right)
$$

We perform a discrete integration by parts by rearranging the sum over the edges,

$$
\begin{aligned}
& B=-\frac{1}{2} \sum_{\substack{\sigma \in \mathcal{E}|L \\
\sigma=K| L}}|\sigma| u_{K, \sigma}\left(\operatorname{sign}\left(\rho_{K}^{n+1}-\rho_{\max }\right)\left(\left(\rho_{K}^{n+1}-\rho_{\sigma}^{n+1}\right)^{2}-\left(\rho_{\sigma}^{n+1}-\rho_{\max }\right)^{2}\right)\right. \\
&\left.-\operatorname{sign}\left(\rho_{L}^{n+1}-\rho_{\max }\right)\left(\left(\rho_{L}^{n+1}-\rho_{\sigma}^{n+1}\right)^{2}-\left(\rho_{\sigma}^{n+1}-\rho_{\max }\right)^{2}\right)\right)
\end{aligned}
$$

This term vanishes if $\rho_{K}^{n+1}, \rho_{L}^{n+1} \leq \rho_{\max }$ and positive if $\rho_{K}^{n+1}, \rho_{L}^{n+1} \geq \rho_{\max }$ (owing to the assumption that the upwind scheme is used for the density). In the remaining cases, using the upwind scheme assumption and the order between the values $\rho_{K}^{n+1}, \rho_{L}^{n+1}$ and $\rho_{\max }$ we show that the term is positive. Thus we conclude with the negativity of $A$ in (65) which in turn yields that,

$$
\sum_{K \in \mathcal{M}} \frac{|K|}{\delta t}\left(\rho_{K}^{n+1}-\rho_{\max }\right)\left(\rho_{K}^{n+1}-\rho_{\max }\right)^{+} \leq \sum_{K \in \mathcal{M}} \frac{|K|}{\delta t}\left(\rho_{K}^{n}-\rho_{\max }\right)\left(\rho_{K}^{n+1}-\rho_{\max }\right)^{+} \leq 0
$$

Therefore $\left(\rho_{K}^{n+1}-\rho_{\max }\right)\left(\rho_{K}^{n+1}-\rho_{\max }\right)^{+} \leq 0 \quad \forall K \in \mathcal{M}$, and $\rho_{K}^{n+1} \leq \rho_{\max }$.
Using similar arguments, the mass conservation equation is multiplied by $|K|\left(\rho_{K}^{n+1}-\rho_{\text {min }}\right)^{-}$to conclude with $\rho_{K}^{n+1} \geq \rho_{\min }$. Finally, the extreme value theorem combined with $\rho^{n}, \rho^{n+1} \in\left[\rho_{\min }, \rho_{\max }\right]$ and $\mu^{n} \in\left[\mu_{\text {min }}, \mu_{\text {max }}\right]$ yield the bound $\mu_{\text {min }} \leq \mu^{n+1} \leq \mu_{\text {max }}$.

Remark 5.2. As a consequence, the estimate (64) holds for the discrete viscosity $\mu_{i j}^{n+1}$ by being a reconstruction of $\mu^{n+1}$ (50)-(52).
Remark 5.3. The result still holds for non-homogeneous boundary conditions under the assumption that $\rho_{\sigma}^{n+1}$ is given by $\rho_{i n}^{n+1}$ on $\Gamma_{i n} \neq \emptyset$ and verifies $\rho_{\text {min }} \leq \rho_{i n}^{n+1} \leq \rho_{\text {max }}$.

From the discrete mass balance equation we also derive the following estimates, including a weak $B V$ inequality. Those bounds will be required to deal with the density variations in the convergence proof. In the case of nonlinear flux functions, we may still be able to bound the total variation of the density using Lemma 5.5 from [13].

Lemma 5.4 (Weak $\boldsymbol{B} \boldsymbol{V}$ estimate for the density). Any solution ( $\rho, \boldsymbol{u}, p$ ) to the discrete scheme 53) satisfies the following equality, for all $K \in \mathcal{M}$ and $0 \leq n \leq N-1$ :

$$
\begin{equation*}
\frac{|K|}{2 \delta t}\left[\left(\rho_{K}^{n+1}\right)^{2}-\left(\rho_{K}^{n}\right)^{2}\right]+\frac{1}{2} \sum_{\sigma \in \mathcal{E}(K)}|\sigma|\left(\rho_{\sigma}^{n+1}\right)^{2} u_{K, \sigma}^{n+1}+\mathcal{R}_{K}^{n+1}=0 \tag{66}
\end{equation*}
$$

with the remainder term $\mathcal{R}_{K}^{n+1}$ given by,

$$
\begin{equation*}
\mathcal{R}_{K}^{n+1}=\frac{|K|}{2 \delta t}\left(\rho_{K}^{n+1}-\rho_{K}^{n}\right)^{2}-\frac{1}{2} \sum_{\sigma \in \mathcal{E}(K)}|\sigma|\left(\rho_{\sigma}^{n+1}-\rho_{K}^{n+1}\right)^{2} u_{K, \sigma}^{n+1} \tag{67}
\end{equation*}
$$

As a consequence, we get that

$$
\begin{equation*}
\frac{1}{2} \sum_{K \in \mathcal{M}}|K|\left(\rho_{K}^{n+1}\right)^{2}+\frac{\delta t}{2} \sum_{\substack{\sigma \in \mathcal{E}_{\text {int }} \\ \sigma=K \mid L}}|\sigma|\left(\rho_{L}^{n+1}-\rho_{K}^{n+1}\right)^{2}\left|u_{K, \sigma}^{n+1}\right|+\mathcal{R}_{\rho}^{n+1}=\frac{1}{2} \sum_{K \in \mathcal{M}}|K|\left(\rho_{K}^{n}\right)^{2} \tag{68}
\end{equation*}
$$

where $\mathcal{R}_{\rho}^{n+1}=\frac{1}{2} \sum_{K \in \mathcal{M}}|K|\left(\rho_{K}^{n+1}-\rho_{K}^{n}\right)^{2} \geq 0$. Thus, the following weak $B V$ estimate holds:

$$
\begin{equation*}
\sum_{n=1}^{N} \delta t \sum_{\substack{\sigma \in \mathcal{E}_{\text {int }} \\ \sigma=K \mid L}}|\sigma|\left(\rho_{L}^{n}-\rho_{K}^{n}\right)^{2}\left|u_{K, \sigma}^{n}\right| \leq C \tag{69}
\end{equation*}
$$

where $C \geq 0$ depends only on the initial data $\left\|\rho_{0}\right\|_{L^{2}}$.
Proof: Let us multiply the discrete mass balance equation (12a) by $|K| \rho_{K}^{n+1}$. We deal with the discrete time derivative term by using the identity $2\left(a^{2}-a b\right)=\left(a^{2}-b^{2}\right)+(a-b)^{2}$ with $a=\rho_{K}^{n+1}$ and $b=\rho_{K}^{n}$. We then apply the identity $2 a b=a^{2}+b^{2}-(a-b)^{2}$ with $a=\rho_{K}^{n+1}$ and $b=\rho_{\sigma}^{n+1}$ for the primal mass fluxes in the second term. We obtain (66)-(67) by noting that,

$$
\sum_{\sigma \in \mathcal{E}(K)}|\sigma|\left(\rho_{K}^{n+1}\right)^{2} u_{K, \sigma}^{n+1}=\left(\rho_{K}^{n+1}\right)^{2}\left(\operatorname{div}_{\mathcal{M}} \boldsymbol{u}\right)_{K}=0
$$

We then sum (66) over the cells $K \in \mathcal{M}$. This yields all the terms of (68) but the second term. The latter is obtained from reformulating the sum in the second term from $\sum_{M \in \mathcal{M}} \mathcal{R}_{K}^{n+1}$ to obtain,

$$
-\frac{1}{2} \sum_{\substack{\sigma \in \mathcal{E}_{\mathrm{int}} \\ \sigma=K \mid L}}|\sigma|\left(\left(\rho_{\sigma}^{n+1}-\rho_{K}^{n+1}\right)^{2}-\left(\rho_{\sigma}^{n+1}-\rho_{L}^{n+1}\right)^{2}\right) u_{K, \sigma}^{n+1}
$$

and using the definition of the upwind approximation of $\rho_{\sigma}$. Thanks to the boundary conditions on $\boldsymbol{u}$, the terms on $\sigma \in \mathcal{E}_{\text {ext }}$ vanish. Finally, the second term in 66) vanishes from the local conservativity. The last estimate - the weak $B V$ estimate - is obtained by summing (68) over $n$.

Lemma 5.5 (Discrete $\boldsymbol{L}^{\mathbf{2}}\left(\boldsymbol{H}_{\mathbf{0}}^{\mathbf{1}}\right) / \boldsymbol{L}^{\infty}\left(\boldsymbol{L}^{\mathbf{2}}\right)$ velocity estimates). There exists $C>0$ depending only on $\boldsymbol{u}_{0}, \rho_{0}, \mu_{0}$ and $\boldsymbol{f}$ such that, for any function $\boldsymbol{u} \in \boldsymbol{X}_{\mathcal{E}, \delta t}$ satisfying (12), the following estimates hold:

$$
\begin{align*}
& \|\boldsymbol{u}\|_{L^{2}\left(0, T ; \boldsymbol{H}_{\varepsilon, 0}\right)}^{2}=\sum_{n=0}^{N-1} \delta t\left\|\boldsymbol{u}^{n+1}\right\|_{1, \varepsilon, 0}^{2} \leq C  \tag{70}\\
& \|\boldsymbol{u}\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)^{d}\right)}=\max _{0 \leq n \leq N-1}\left\|\boldsymbol{u}^{n+1}\right\|_{L^{2}(\Omega)^{d}} \leq C \tag{71}
\end{align*}
$$

Proof: We start from (53b) to derivate a discrete kinetic energy balance. First, we multiply (53b) by $\left(u_{\sigma}^{n+1}\right)$, for $i=1, \ldots d, \forall \sigma \in \mathcal{E}_{\text {int }}^{(i)}$ and rearrange the resulting relation to obtain,

$$
\begin{aligned}
&\left(\frac{1}{\delta t}\left(\rho_{D_{\sigma}}^{n+1}-\rho_{D_{\sigma}}^{n}\right)+\frac{1}{\left|D_{\sigma}\right|}\right.\left.\sum_{\epsilon \in \mathcal{E}\left(D_{\sigma}\right)} F_{\sigma, \epsilon}^{n+1}\right)\left(u_{\sigma}^{n+1}\right)^{2} \\
&+\frac{1}{\delta t} \rho_{D_{\sigma}}^{n} u_{\sigma}^{n+1}\left(u_{\sigma}^{n+1}-u_{\sigma}^{n}\right)-\frac{1}{\left|D_{\sigma}\right|} \sum_{\epsilon \in \mathcal{E}\left(D_{\sigma}\right)} F_{\sigma, \epsilon}^{n+1} u_{\sigma}^{n+1}\left(u_{\sigma}^{n+1}-u_{\epsilon}^{n+1}\right) \\
&-\left(\operatorname{div}_{\mathcal{E}}\left(\mu_{\widetilde{\varepsilon}}^{n+1} \mathbf{D}_{\widetilde{\varepsilon}}\left(\boldsymbol{u}^{n+1}\right)\right)\right)_{D_{\sigma}} u_{\sigma}^{n+1}+\left(\nabla p^{n+1}\right)_{D_{\sigma}} u_{\sigma}^{n+1}=f_{\sigma}^{n+1} u_{\sigma}^{n+1}
\end{aligned}
$$

The first term vanishes since it can be expressed as 53a) averaged over $K$ and $L$ for $\sigma=K \mid L$, assuming a suitable choice for $\rho_{D_{\sigma}}^{k}$. For the second and third terms we use $2 a b=a^{2}+(a-b)^{2}-b^{2}$. We use 53a) once again to deal with the term $-\frac{1}{2} \sum_{\epsilon \in \mathcal{E}\left(D_{\sigma}\right)} F_{\sigma, \epsilon}^{n+1}\left(u_{\sigma}^{n+1}\right)^{2}$. Thanks to the approximations $u_{\epsilon}^{n+1}=\left(u_{\sigma}^{n+1}+u_{\sigma^{\prime}}^{n+1}\right) / 2$ when $\epsilon=\sigma \mid \sigma^{\prime}$, the term $\left(u_{\sigma}^{n+1}-u_{\epsilon}^{n+1}\right)^{2}-\left(u_{\epsilon}^{n+1}\right)^{2}$ yields $-u_{\sigma}^{n+1} u_{\sigma^{\prime}}^{n+1}$. We are left with the discrete kinetic energy identity,

$$
\begin{align*}
\frac{1}{2 \delta t\left|D_{\sigma}\right|}\left(\rho_{D_{\sigma}}^{n+1}\left(u_{\sigma}^{n+1}\right)^{2}+\right. & \left.\rho_{D_{\sigma}}^{n}\left(u_{\sigma}^{n+1}-u_{\sigma}^{n}\right)^{2}-\rho_{D_{\sigma}}^{n}\left(u_{\sigma}^{n}\right)^{2}\right)-\frac{1}{2\left|D_{\sigma}\right|} \sum_{\epsilon \in \mathcal{E}\left(D_{\sigma}\right)} F_{\sigma, \epsilon}^{n+1} u_{\sigma}^{n+1} u_{\sigma^{\prime}}^{n+1} \\
& -\left(\operatorname{div}_{\mathcal{E}}\left(\mu_{\widetilde{\varepsilon}}^{n+1} \mathbf{D}_{\widetilde{\varepsilon}}\left(\boldsymbol{u}^{n+1}\right)\right)\right)_{D_{\sigma}} u_{\sigma}^{n+1}+\left(\nabla p^{n+1}\right)_{D_{\sigma}} u_{\sigma}^{n+1}=f_{\sigma}^{n+1} u_{\sigma}^{n+1} \tag{72}
\end{align*}
$$

Let us sum $\sqrt{72}$ over the faces $\sigma \in \mathcal{E}_{\text {int }}^{(i)}$ for $i=1, \ldots, d$ and over time for $n=0, \ldots, M$ with $M \leq N-1$. The convection term can be rearranged as,

$$
\sum_{n=0}^{M} \sum_{i=1}^{d} \sum_{\epsilon \in \tilde{\varepsilon}_{\mathrm{int}}^{(i)}}\left(F_{\sigma, \epsilon}^{n+1}+F_{\sigma^{\prime}, \epsilon}^{n+1}\right) u_{\sigma}^{n+1} u_{\sigma^{\prime}}^{n+1}
$$

and thus vanishes by conservativity of the numerical flux along $\epsilon=\sigma \mid \sigma^{\prime}$. The duality property 45) combined with the Korn inequality (46) allows us to retrieve the $\boldsymbol{H}_{\mathcal{E}, 0}$ norm of $\boldsymbol{u}^{n+1}$ in the third term. The pressure term vanishes thanks to $(\sqrt[32]{ })$ and $\sqrt{12 \mathrm{c}})$. Finally, from the positivity of the density we have $\rho_{D_{\sigma}}^{n}\left(u_{\sigma}^{n+1}-u_{\sigma}^{n}\right)^{2} \geq 0$. Hence we get,

$$
\begin{aligned}
\frac{1}{2} \sum_{i=1}^{d} \sum_{\sigma \in \mathcal{E}_{\mathrm{int}}^{(i)}}\left|D_{\sigma}\right| \rho_{D_{\sigma}}^{(M+1)}\left(u_{\sigma}^{(M+1)}\right)^{2} & -\frac{1}{2} \sum_{i=1}^{d} \sum_{\sigma \in \mathcal{E}_{\mathrm{int}}^{(i)}}\left|D_{\sigma}\right| \rho_{D_{\sigma}}^{(0)}\left(u_{\sigma}^{(0)}\right)^{2} \\
& +\mu_{\min } \frac{\delta t}{2} \sum_{n=0}^{M}\left\|\boldsymbol{u}^{n+1}\right\|_{1, \varepsilon, 0}^{2} \leq \sum_{n=0}^{M} \sum_{i=1}^{d} \sum_{\sigma \in \mathcal{E}^{(i)}} \delta t\left|D_{\sigma}\right| f_{\sigma}^{n+1} u_{\sigma}^{n+1}
\end{aligned}
$$

By Lemma 5.1 and thanks to the Cauchy-Schwarz, discrete Poincaré and Young inequalities, we then get the existence of $C>0$ depending only on $\Omega$ and $\mu_{\min }$ such that

$$
\frac{\mu_{\min }}{4} \sum_{n=0}^{M} \delta t\left\|\boldsymbol{u}^{n+1}\right\|_{1, \varepsilon, 0}^{2}+\rho_{\min }\left\|\boldsymbol{u}^{(M+1)}\right\|_{L^{2}(\Omega)}^{2} \leq \rho_{\max }\left\|\boldsymbol{u}_{0}\right\|_{L^{2}(\Omega)}^{2}+C\|\boldsymbol{f}\|_{L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)}^{2}
$$

On one hand, we can conclude with the $L^{\infty}\left(L^{2}\right)$ estimate (71) ; on the other hand, taking $M=N-1$ yields the $L^{2}\left(\boldsymbol{H}_{\varepsilon, 0}\right)$ estimate 70 .

Lemma 5.6 (Non-uniform bound on the pressure). Let $\left(\rho^{n}, \boldsymbol{u}^{n}, p^{n}\right) \in L_{\mathcal{M}} \times \boldsymbol{H}_{\mathcal{E}, 0} \times L_{\mathcal{M}, 0}$ be given and assume that $\left(\rho^{n+1}, \boldsymbol{u}^{n+1}, p^{n+1}\right) \in L_{\mathcal{M}} \times \boldsymbol{H}_{\mathcal{E}, 0} \times L_{\mathcal{M}, 0}$ satisfies (12). Then there exists a constant $C>0$ depending only on $\rho_{0}, \mu_{0}, \delta t, \eta_{\mathcal{M}}, f$, and $\Omega$ such that:

$$
\begin{equation*}
\left\|p^{n+1}\right\|_{L^{2}(\Omega)} \leq C \tag{73}
\end{equation*}
$$

Proof: Let $\left(\rho^{n+1}, \boldsymbol{u}^{n+1}, p^{n+1}\right)$ verify $n+1-$ th step of the discrete scheme $(12)$. Since $p^{n+1} \in L_{0}^{2}(\Omega)$, then there exists a unique weak solution in $\boldsymbol{H}^{1}(\Omega)$ to the Poisson problem $-\Delta \boldsymbol{w}=p^{n+1}$ on $\Omega$ with homogeneous neumann boundary conditions on $\partial \Omega$ [6, Theorem III.4.3]. From this solution we may construct $\varphi \in H_{0}^{1}(\Omega)^{d}$ so that,

$$
\operatorname{div} \varphi=p^{n+1} \quad \text { and } \quad\|\nabla \varphi\|_{L^{2}(\Omega)^{d \times d}} \leq C\left\|p^{n+1}\right\|_{L^{2}(\Omega)}
$$

with $C$ depending only on $\Omega$ (see [3, Lemma 5.4.2] for the construction process). We then choose $\boldsymbol{v}=\widetilde{\Pi}_{\varepsilon} \varphi$ as a test function in 17a.

Using the preservation of the divergence property of the Fortin operator (62), we obtain $\left\|p^{n+1}\right\|_{L^{2}(\Omega)}^{2}=$ $T_{1}+T_{2}+T_{3}+T_{4}$ with

$$
\begin{array}{ll}
T_{1}=\int_{\Omega}{\underset{\partial}{t}}(\rho \boldsymbol{u})^{n+1} \cdot \boldsymbol{v} \mathrm{~d} \boldsymbol{x}, & T_{2}=b_{\mathcal{E}}\left((\rho \boldsymbol{u})^{n+1}, \boldsymbol{u}^{n+1}, \boldsymbol{v}\right) \\
T_{3}=\int_{\Omega} \mu_{\widetilde{\mathcal{E}}}^{n+1} \boldsymbol{D}_{\widetilde{\mathcal{E}}}\left(\boldsymbol{u}^{n+1}\right): \boldsymbol{D}_{\widetilde{\mathcal{E}}}(\boldsymbol{v}) \mathrm{d} \boldsymbol{x} & T_{4}=-\int_{\Omega} \boldsymbol{f}_{\mathcal{E}}^{n+1} \cdot \boldsymbol{v} \mathrm{~d} \boldsymbol{x}
\end{array}
$$

Let us focus on $T_{1}$; by the Cauchy-Schwarz inequality and thanks to the $L^{\infty}\left(0, T ; L^{\infty}(\Omega)\right)$ bound 63) on $\rho$ we deal with $(\rho \boldsymbol{u})^{n+1}$ to get

$$
\left|T_{1}\right| \leq \frac{\rho_{\max }}{\delta t} \sum_{i=1}^{d} \int_{\Omega}\left(\left|u_{i}^{n+1}\right|+\left|u_{i}^{n}\right|\right)\left|v_{i}\right| \mathrm{d} \boldsymbol{x} \leq \frac{2 \rho_{\max }}{\delta t}\|\boldsymbol{u}\|_{L^{\infty}\left(0, T,\left(L^{2}(\Omega)^{d}\right)\right.}\|\boldsymbol{v}\|_{L^{2}(\Omega)^{d}}
$$

We combine the fact that $\widetilde{\Pi}_{\mathcal{E}}$ is continuous in $H_{0}^{1}(\Omega)$ with the Poincaré inequality to obtain $\|\boldsymbol{v}\|_{L^{2}(\Omega)^{d}} \leq$ $C\|\nabla \varphi\|_{L^{2}(\Omega)^{d \times d}}$. By the $L^{\infty}\left(L^{2}\right)$ estimate (71) we find $C_{1} \geq 0$ depending only on $\rho_{0}, \delta t, \eta_{\mathcal{M}}, \boldsymbol{f}$, and $\Omega$ such that $\left|T_{1}\right| \leq C_{1}\left\|p^{n+1}\right\|_{L^{2}(\Omega)}$.
From estimate (58) on the trilinear form we obtain a bound on $T_{2}$ :

$$
\left|T_{2}\right| \leq C_{\eta_{\mathcal{M}}}\left\|\rho^{n+1}\right\|_{L^{\infty}}\left\|\boldsymbol{u}^{n+1}\right\|_{1, \varepsilon, 0}^{2}\|\boldsymbol{v}\|_{1, \varepsilon, 0} \leq C_{2}\left(\rho_{0}, \eta_{\mathcal{M}}, \boldsymbol{f}\right)\left\|p^{n+1}\right\|_{L^{2}(\Omega)}
$$

again by using the $L^{\infty}\left(L^{\infty}\right)$ bound on the density 70 and the uniform $L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$ bound on $\boldsymbol{u}$. We deal with the remaining terms similarly: using the symmetry property 48 of the discrete operator $\boldsymbol{D}_{\widetilde{\mathcal{E}}}$ on $T_{3}$ yields,

$$
\begin{aligned}
T_{3} & =\int_{\Omega} \mu_{\widetilde{\varepsilon}}^{n+1} \boldsymbol{D}_{\widetilde{\boldsymbol{\varepsilon}}}\left(\boldsymbol{u}^{n+1}\right): \boldsymbol{D}_{\widetilde{\mathcal{\varepsilon}}}(\boldsymbol{v}) \mathrm{d} \boldsymbol{x} \\
& =\frac{1}{2} \int_{\Omega} \mu_{\widetilde{\varepsilon}}^{n+1} \nabla_{\widetilde{\varepsilon}} \boldsymbol{u}^{n+1}: \nabla_{\widetilde{\varepsilon}} \boldsymbol{v} \mathrm{d} \boldsymbol{x}+\frac{1}{2} \int_{\Omega} \mu_{\widetilde{\varepsilon}}^{n+1} \nabla_{\widetilde{\varepsilon}} \boldsymbol{u}^{n+1}: \nabla_{\widetilde{\varepsilon}}^{T} \boldsymbol{v} \mathrm{~d} \boldsymbol{x}
\end{aligned}
$$

It follows by Cauchy-Schwarz : $\left|T_{3}\right| \leq \mu_{\max }\left\|\boldsymbol{u}^{n+1}\right\|_{1, \varepsilon, 0}\|\boldsymbol{v}\|_{1, \varepsilon, 0} \leq C_{3}\left(\mu_{0}, \eta_{\mathcal{M}}, \boldsymbol{f}\right)\left\|p^{n+1}\right\|_{L^{2}(\Omega)}$. We have for the last bound :

$$
T_{4} \leq\left\|\boldsymbol{f}_{\mathcal{E}}^{n+1}\right\|_{L^{2}(\Omega)^{d}}\|\boldsymbol{v}\|_{L^{2}(\Omega)^{d}} \mathrm{~d} \boldsymbol{x} \leq C_{4}\left(\eta_{\mathcal{M}}, \boldsymbol{f}\right)\left\|p^{n+1}\right\|_{L^{2}(\Omega)}
$$

which concludes the proof.

### 5.2 Existence result at any given time

In order to prove the existence of a solution to the scheme (12) at any given time, we resort to a topological degree argument. In a finite-dimension context, we make use of the Brouwer topological degree $d: \mathcal{A} \rightarrow \mathbb{Z}$, where $\mathcal{A}$ refers to the set of triplets $(F, \mathcal{O}, y)$ with $\mathcal{O}$ being an open bounded set of $\mathbb{R}^{N}$, $F: \overline{\mathcal{O}} \rightarrow \mathbb{R}^{N}$ is a continuous function and $y \in \mathbb{R}^{N} \backslash F(\partial \mathcal{O})$. The triplet is such that $d(F, \mathcal{O}, y)$ is meant to express the existence of solutions of the problem $F(x)=y$, and possibly their locations in $\mathcal{O}$ as well. Let us recall its relevant properties for our problem,
Definition 5.7. Let $\mathcal{A}=\left\{(F, \mathcal{O}, y)\right.$ such that $\mathcal{O} \subset \mathbb{R}^{N}$ open bounded, $\left.F \in \mathcal{C}(\overline{\mathcal{O}}), y \notin F(\partial \mathcal{O})\right\}$. The Brouwer degree $d: \mathcal{A} \rightarrow \mathbb{Z}$ is defined to have the following properties:

- $d\left((F, \mathcal{O}, y) \neq 0\right.$ implies that $F^{-1}(y) \neq \emptyset$
- $d\left((F(\lambda, \cdot), \mathcal{O}, y(\lambda))\right.$ is independent of $\lambda$ if $F:[0,1] \times \overline{\mathcal{O}} \rightarrow \mathbb{R}^{N}$ and $y:[0,1] \rightarrow \mathbb{R}^{N}$ are continuous, while $y(t) \notin F(\lambda, \partial \mathcal{O})$ for every $\lambda \in[0,1]$

One can find the remaining properties in [10]. The last property refers to the homotopy invariance, and will allow us to demonstrate that there exists at least one solution to 12 by considering a simpler problem, close to the unsteady Stokes equations.

The fixed-point theory may be seen as a particular case of the topological degree. Uniqueness of the solution, if it is shown to exist by the topological degree, isn't guaranteed.

Theorem 5.8 (Existence of a solution). For a given $n \in\{1, \cdots, N-1\}$, let us assume that the density $\rho^{n}$ is such that $0<\rho_{\min } \leq \rho_{K}^{n} \leq \rho_{\max }$ for all $K \in \mathcal{M}$. Then the non-linear system 12 admits at least one solution $\left(\rho^{n+1}, \boldsymbol{u}^{n+1}, p^{n+1}\right)$ in $L_{\mathcal{M}} \times \boldsymbol{H}_{\mathcal{E}, 0} \times L_{\mathcal{M}, 0}$, and any possible solution satisfies the estimates (63), 70) and (73).

Proof: Let $N_{\mathcal{M}}=\operatorname{card}(\mathcal{M})$ and $N_{\mathcal{E}}=\operatorname{card}\left(\mathcal{E}_{\text {int }}\right)$; we may identify $L_{\mathcal{M}}$ with $\mathbb{R}^{N_{\mathcal{M}}}$ and $\boldsymbol{H}_{\varepsilon, 0}$ with $\mathbb{R}^{N_{\varepsilon}}$. Let $V=\mathbb{R}^{N_{\mathcal{M}}} \times \mathbb{R}^{N_{\mathcal{E}}} \times \mathbb{R}^{N_{\mathcal{M}}}$. Let us introduce the function $F:[0,1] \times V \rightarrow V$ defined by:

$$
F(\lambda, \rho, \boldsymbol{u}, p)=\left\lvert\, \begin{array}{ll}
\frac{1}{\delta t}\left(\rho_{K}-\rho_{K}^{n}\right)+\lambda \frac{1}{|K|} \sum_{\sigma \in \mathcal{E}(K)} F_{K, \sigma}, & K \in \mathcal{M} \\
\frac{1}{\delta t}\left(\rho_{D_{\sigma}} u_{\sigma}-\rho_{D_{\sigma}}^{n} u_{\sigma}^{n}\right)+\lambda \frac{1}{\left|D_{\sigma}\right|} \sum_{\epsilon \in \tilde{\varepsilon}\left(D_{\sigma}\right)} F_{\sigma, \epsilon} u_{\epsilon} & \sigma \in \mathcal{E}_{\text {int }} \\
\left.-\operatorname{div}_{\mathcal{E}}\left(\mu_{\tilde{\varepsilon}} \mathbf{D}_{\tilde{\varepsilon}}(\boldsymbol{u})\right)\right)_{D_{\sigma}}+(\nabla p)_{\sigma}-f_{\sigma}, & \\
-\frac{1}{|K|} \sum_{\sigma \in \mathcal{E}(K)}|\sigma| u_{K, \sigma}+\frac{1}{|K|} \sum_{L \in \mathcal{M}}|L| p_{L}, & K \in \mathcal{M}
\end{array}\right.
$$

The source term is included in the expression of $F$, hence we have $y=0_{V}$. The function $F$ is continuous from $[0,1] \times V$ to $V$ and the problem $F(1, \rho, \boldsymbol{u}, p)=0$ is equivalent to the system (12). Indeed, the first and second lines remain unchanged. Multiplying the third line by $|K|$ then summing over the cells $K \in \mathcal{M}$, we end up with

$$
-\sum_{\sigma \in \mathcal{E}_{\text {ext }}}|\sigma| u_{K, \sigma}+\operatorname{card}(\mathcal{M}) \sum_{L \in \mathcal{M}}|L| p_{L}=0
$$

as the terms over $\mathcal{E}_{\text {int }}$ have vanished by conservativity. Using the fact that $\boldsymbol{u}_{\sigma}=0$ for $\sigma \in \mathcal{E}_{\text {ext }}-$ from the choice for $N_{\mathcal{E}}$ and $V$ - it follows that $\sum_{L \in \mathcal{M}}|L| p_{L}=0$, enforcing the constraint $p \in L_{\mathcal{M}, 0}$. Hence we have $(\operatorname{div} \boldsymbol{u})_{K}=0, \forall K \in \mathcal{M}$ giving (12).

Also we note that the placement of $\lambda$ in the expression of $F$ takes all the nonlinearities into account: the penalization of the convective term deals with the product of $\rho^{n+1}$ and $\boldsymbol{u}^{n+1}$, and the penalization of the mass balance equation allows us to go back to a constant density and viscosity.

In order to define the open set $\mathcal{O}$ we make use of the estimates 63, 70) and 73). Thanks to the properties of convection fluxes, the problem $F(\lambda, \rho, \boldsymbol{u}, p)=0$, satisfies those estimates uniformly in $\lambda$. Hence, we may introduce $C$ so that the bounded open set $\mathcal{O}$ can be defined as,

$$
\mathcal{O}=\left\{(\rho, \boldsymbol{u}, p) \in V \text { s.t. } \frac{\rho_{\min }}{2}<\rho<2 \rho_{\max },\|\boldsymbol{u}\|_{1, \varepsilon, 0}<C \text { and }\|p\|_{L^{2}(\Omega)}<C\right\}
$$

with $y \notin F(1, \partial \mathcal{O})$. In order to prove the existence of at least one solution to the scheme $\sqrt[12]{12}$, it remains to show that $d\left(\left(F(0, \cdot), \mathcal{O}, 0_{V}\right) \neq 0\right.$. For $\lambda=0$ the density still remains variable regarding the space variable, which prevents us from using directly the results from [5], as done in [17]. Let us consider the function $G:(\rho, \boldsymbol{u}, p) \mapsto F(0, \rho, \boldsymbol{u}, p)$. In order to show the existence of a solution to $G(\rho, \boldsymbol{u}, p)=0_{V}$ we make use of the inverse function theorem. The function $G$ is differentiable on $\mathcal{O}$, and its Jacobian matrix is given by:

$$
\operatorname{Jac} G(\rho, \boldsymbol{u}, p)=\left(\begin{array}{c|c}
\frac{1}{\delta t} I d_{\mathbb{R}^{N_{\mathcal{M}} \times N_{\mathcal{M}}}} & 0 \\
\hline A & S(\boldsymbol{u}, p) \\
0 &
\end{array}\right)
$$

where $A$ the matrix in $\mathbb{R}^{N_{\mathcal{E}} \times N_{\mathcal{M}}}$ associated to the differentiation of $\left(\rho_{D_{\sigma}} u_{\sigma} / \delta t\right)_{\sigma \in \mathcal{E}_{\text {int }}}$ and of the viscous term (containing $\mu_{\widetilde{\mathcal{E}}}$ ) with respect to $\left(\rho_{K}\right)_{K \in \mathcal{M}}$. The matrix $S(\boldsymbol{u}, p) \in \mathbb{R}^{\left(N_{\mathcal{E}}+N_{\mathcal{M}}\right) \times\left(N_{\mathcal{E}}+N_{\mathcal{M}}\right)}$ is the Jacobian matrix associated to the MAC discretization of the following Stokes problem with a spacevariable density and viscosity:

Find $(\boldsymbol{u}, p)$ such that $p \in L_{0}^{2}(\Omega)$ and

$$
\begin{array}{llr}
\rho(\boldsymbol{x}) \partial_{t} \boldsymbol{u}-\operatorname{div}(\mu(\boldsymbol{x}) D(\boldsymbol{u}))+\nabla p=\boldsymbol{f} & \text { in } & \Omega \\
\operatorname{div} \boldsymbol{u}=0 & \text { in } & \Omega \\
\boldsymbol{u}=0 & \text { on } & \partial \Omega
\end{array}
$$

where $\rho(\boldsymbol{x}), \mu(\boldsymbol{x}) \in L^{\infty}(\Omega)$ are approximated by $\rho_{D_{\sigma}}$ and $\left(\mu_{\epsilon}\right)_{\epsilon \in \widetilde{\mathcal{E}}(D \sigma)}$ on each dual cell $D_{\sigma}$.
Since $\lambda=0$ we have $\rho(\boldsymbol{x})=\rho^{n}(\boldsymbol{x})$ and $\mu(\boldsymbol{x})=\mu^{n}(\boldsymbol{x})$. Hence we are dealing with given, and strictly positive, real quantities. Therefore $S(\boldsymbol{u}, p)$ is invertible [5] and so is Jac $G(\rho, \boldsymbol{u}, p)$ by being a triangular block matrix. This implies that the topological degree of $F(0, \rho, \boldsymbol{u}, p)$ is non-zero and by the homotopy invariance, there exists at least one solution $(\rho, \boldsymbol{u}, p)$ to the equation $F(1, \rho, \boldsymbol{u}, p)=0$, ie to the scheme 12 .

## 6 Convergence of the scheme

From now on let us consider a sequence of time steps $\left(\delta t_{m}\right)_{m \in \mathbb{N}}$ and a sequence of MAC grids $\left(\mathcal{D}_{m}\right)_{m \in \mathbb{N}}=$ $\left(\mathcal{M}_{m}, \mathcal{E}_{m}\right)_{m \in \mathbb{N}}-$ in the sense of Definition 2.1. The sequence $\left(\delta t_{m}, \mathcal{D}_{m}\right)_{m \in \mathbb{N}}$ will be assumed to satisfy $\left(\delta t_{m}, h_{\mathcal{M}_{m}}\right) \rightarrow(0,0)$ for $m \rightarrow \infty$ in order to return to a continuous formulation of the domain $[0, T] \times \Omega$. Therefore, for every $m \in \mathbb{N}$, we consider the corresponding discrete scheme $\sqrt{12}$ ) for $\delta t=\delta t_{m}$ and $\mathcal{D}=\mathcal{D}_{m}$.

So as to establish the convergence of the weak discrete scheme as $\left(\delta t_{m}, h_{\mathcal{M}_{m}}\right) \rightarrow(0,0)$, we follow the steps from [17] - for the nonlinear convection term - and [24] - for the mass balance equation - by passing to the limit separately in the mass balance and momentum balance equations. This final step requires the convergence of the discrete solutions $\left(\rho_{m}, \boldsymbol{u}_{m}\right)_{m \in \mathbb{N}}$ as $m \rightarrow \infty$.

The strong convergence of the sequence of discrete velocities is obtained using a compactness result from Annex B. The latter may be applied if an estimate on the time translates of the velocity holds, which we prove in the next subsection.

### 6.1 Estimate on the time translates of the velocity

In order to apply Theorem B. 4 for the compactness in $L^{2}$, we need to work around the term $\partial_{t}(\rho \boldsymbol{u})$ from (12b) to derive a bound on the time translates of the velocity.

Lemma 6.1. Let $(\rho, u, p)$ be a discrete solution of (12). Then, for a given $\tau$ verifying $0<\tau<T$ we have the following estimate on the time translates of $\boldsymbol{u}$,

$$
\begin{equation*}
\int_{0}^{T-\tau} \int_{\Omega}|\boldsymbol{u}(t, \boldsymbol{x}+\tau)-\boldsymbol{u}(t, \boldsymbol{x})|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \leq C \sqrt{\tau+\delta t} \tag{74}
\end{equation*}
$$

where $C>0$ only depends on $T, f, \rho_{0}, \mu_{0}$ and $\eta_{\mathcal{M}}$.

Proof: We proceed by analogy with the continuous case, e.g. [6] to yield bounds on the time translates of the velocity. Let $\tau>0$ and $(\boldsymbol{u}, \rho) \in X_{\mathcal{E}, \delta t} \times Y_{\mathcal{M}, \delta t}$. We note $\boldsymbol{w}(t, \boldsymbol{x})=\boldsymbol{u}(t+\tau, \boldsymbol{x})-\boldsymbol{u}(t, \boldsymbol{x}) \in X_{\mathcal{E}, \delta t}$. In the continuous case, the estimate $(74)$ is obtained by bounding the term

$$
\int_{0}^{T-\tau} \int_{\Omega}(\rho(t, \boldsymbol{x}) \boldsymbol{u}(t, \boldsymbol{x}+\tau)-\rho(t, \boldsymbol{x}) \boldsymbol{u}(t, \boldsymbol{x})) \cdot \boldsymbol{w}(t, \boldsymbol{x}) \mathrm{d} t
$$

However in the context of the MAC scheme, the components of $\boldsymbol{u}$ are piecewise constant on different meshes. Therefore we first deal with components separately.
Let $n_{\tau}$ be such that $T-\tau \in\left(t^{N-n_{\tau}-1}, t^{N-n_{\tau}}\right]$. For any $t \in(0, T-\tau)$ we associate $(n, l)$ verifying $n=\left\lceil\frac{t}{\delta t}\right\rceil$ and $n+l=\left\lceil\frac{t+\tau}{\delta t}\right\rceil$. Thus we have $t \in\left(t^{n-1}, t^{n}\right\rceil, t+\tau \in\left(t^{n+l-1}, t^{n+l}\right\rceil$ and we may use : $\rho(t) u(t)=\rho^{n} u^{n}$ and $\rho(t+\tau) u(t+\tau)=\rho^{n+l} u^{n+l}$. Writing $\rho(t, \boldsymbol{x}) u_{i}(t, \boldsymbol{x}+\tau)-\rho(t, \boldsymbol{x}) u_{i}(t, \boldsymbol{x})=$ $\rho(t, \boldsymbol{x}+\tau) u_{i}(t, \boldsymbol{x}+\tau)-\rho(t, \boldsymbol{x}) u_{i}(t, \boldsymbol{x})-(\rho(t, \boldsymbol{x}+\tau)-\rho(t, \boldsymbol{x})) u_{i}(t, \boldsymbol{x}+\tau)$, we define $A_{1}^{(i)}$ and $A_{2}^{(i)}$ as,

$$
\begin{aligned}
& A_{1}^{(i)}(t)=\sum_{\sigma \in \mathcal{E}_{\mathrm{int}}^{(i)}}\left|D_{\sigma}\right|\left(\rho_{D_{\sigma}}^{n+l} u_{\sigma}^{n+l}-\rho_{D_{\sigma}}^{n} u_{\sigma}^{n}\right) w_{\sigma}^{n} \\
& A_{2}^{(i)}(t)=\sum_{\sigma \in \mathcal{E}_{\mathrm{int}}^{(i)}}\left|D_{\sigma}\right|\left(\rho_{D_{\sigma}}^{n}-\rho_{D_{\sigma}}^{n+l}\right) u_{\sigma}^{n+l} w_{\sigma}^{n}
\end{aligned}
$$

with $w_{\sigma}^{n}=u_{\sigma}^{n+l}-u_{\sigma}^{n}$.
Therefore, we aim to bound the term,

$$
\sum_{i=1}^{d} \int_{0}^{T-\tau} A_{1}^{(i)}(t)+A_{2}^{(i)}(t) \mathrm{d} t
$$

First, let us focus on $A_{1}^{(i)}(t)$. In order to invoke the momentum equation we need to retrieve an expression with consecutive timesteps. Hence we reformulate $A_{1}^{(i)}(t)$ as,

$$
A_{1}^{(i)}(t)=\sum_{\sigma \in \mathcal{E}_{\mathrm{int}}^{(i)}}\left|D_{\sigma}\right| w_{\sigma}^{n} \sum_{k=n}^{n+l-1}\left(\rho_{D_{\sigma}}^{k+1} u_{\sigma}^{k+1}-\rho_{D_{\sigma}}^{k} u_{\sigma}^{k}\right)
$$

From the momentum equation (53b), we define $\left(A_{1 j}^{(i)}\right)_{j}, j=1, \ldots, 4$ so that $A_{1}^{(i)}(t)=A_{11}^{(i)}(t)+A_{12}^{(i)}(t)+$ $A_{13}^{(i)}(t)+A_{14}^{(i)}(t)$ with

$$
\begin{aligned}
& A_{11}^{(i)}(t)=\sum_{k=n}^{n+l-1} \sum_{\sigma \in \mathcal{E}_{\mathrm{int}}^{(i)}} \delta t\left|D_{\sigma}\right| f_{\sigma}^{(k+1)} w_{\sigma}^{n} \\
& A_{12}^{(i)}(t)=-\sum_{k=n}^{n+l-1} \sum_{\sigma \in \mathcal{E}_{\mathrm{int}}^{(i)}} \delta t\left|D_{\sigma}\right|\left(\partial_{i} p\right)_{\sigma}^{k+1} w_{\sigma}^{n} \\
& \left.A_{13}^{(i)}(t)=\sum_{k=n}^{n+l-1} \sum_{\sigma \in \mathcal{E}_{\mathrm{int}}^{(i)}} \delta t\left|D_{\sigma}\right| \operatorname{div}_{\mathcal{E}}(\mu \mathbf{D}(\boldsymbol{u}))\right)_{\sigma}^{k+1} w_{\sigma}^{n} \\
& A_{14}^{(i)}(t)=-\sum_{k=n}^{n+l-1} \sum_{\sigma \in \mathcal{E}_{\mathrm{int}}^{(i)}} \delta t \sum_{\epsilon \in \widetilde{\mathcal{E}}\left(D_{\sigma}\right)} F_{\sigma, \epsilon}^{k+1} u_{\epsilon}^{k+1} w_{\sigma}^{n}
\end{aligned}
$$

From the definitions of $(n, l)$ we note that $\delta t l \leq \tau+\delta t$. We deal with the term $\int_{0}^{T-\tau} A_{11}^{(i)}(t) \mathrm{d} t$ by
using the Cauchy-Schwarz inequality along with the inequality on $\delta t l$,

$$
\begin{align*}
\int_{0}^{T-\tau} A_{11}^{(i)}(t) \mathrm{d} t & \leq \sum_{n=0}^{N-n_{\tau}}(\delta t)^{2} \sum_{k=n}^{n+l-1}\left\|f_{i}^{(k+1)}\right\|_{L^{2}(\Omega)}\left\|w_{i}^{n}\right\|_{L^{2}(\Omega)} \\
& \leq \sum_{n=0}^{N-n_{\tau}} \delta t\left\|w_{i}^{n}\right\|_{L^{2}(\Omega)} \sum_{k=0}^{N-1} \delta t \mathbb{1}_{\left[t^{n}, t^{n+l-1}\right]}\left(t^{k}\right)\left\|f_{i}^{(k+1)}\right\|_{L^{2}(\Omega)} \\
& \leq \sum_{n=0}^{N-n_{\tau}} \delta t\left\|w_{i}^{n}\right\|_{L^{2}(\Omega)} \sqrt{\delta t l}\left\|f_{i}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)} \leq C(T) \sqrt{\tau+\delta t} \tag{75}
\end{align*}
$$

Owing to the fact that $u_{i} \in L^{1}\left(0, T ; L^{2}(\Omega)\right)$ (by Lemma 5.5). The term $\sum_{i=1}^{d} A_{12}^{(i)}(t)$ vanishes thanks to the discrete duality property (32) and to $\boldsymbol{u}$ being discrete-divergence-free 53 c . For the diffusive term we apply (45) followed by the Cauchy-Schwarz inequality. We then use (48) to retrieve an expression using $\nabla_{\widetilde{\varepsilon}}$ only,

$$
\left.\int_{\Omega} \operatorname{div}_{\mathcal{E}}(\mu \mathbf{D}(\boldsymbol{u}))\right)^{k+1} w^{n} \mathrm{~d} \boldsymbol{x} \leq \mu_{\max }\left\|u^{(k+1)}\right\|_{1, \varepsilon, 0}\| \| w^{n} \|_{1, \varepsilon, 0}
$$

Hence in order to deal with $\int_{0}^{T-\tau} A_{13}^{(i)}(t) \mathrm{d} t$ we proceed as in $A_{11}^{(i)}$ to obtain,

$$
\begin{align*}
\sum_{i=1}^{d} \int_{0}^{T-\tau} A_{13}^{(i)}(t) \mathrm{d} t & \leq \mu_{\max } \sum_{n=0}^{N-n_{\tau}} \sum_{k=n}^{n+l-1} 2 \delta t^{2}\left\|u^{(k+1)}\right\|_{1, \varepsilon, 0}\left\|w^{n}\right\|_{1, \varepsilon, 0} \\
& \leq \mu_{\max } \sum_{n=0}^{N-n_{\tau}} \delta t\left\|w^{n}\right\|_{1, \varepsilon, 0} \sum_{k=0}^{N-1} \delta t \mathbb{1}_{\left[t^{n}, t^{n+l-1}\right]}\left(t^{k}\right)\left\|u^{(k+1)}\right\|_{1, \varepsilon, 0} \\
& \leq C\left(T, \mu_{0}\right) \sqrt{\tau+\delta t}\|\boldsymbol{u}\|_{L^{2}\left(0, T ; \boldsymbol{H}_{\varepsilon, 0}\right)} \leq C(T) \sqrt{\tau+\delta t} \tag{76}
\end{align*}
$$

using $\boldsymbol{u} \in L^{1}\left(0, T ; \boldsymbol{H}_{\varepsilon, 0}\right)$. The term $A_{14}(t)$ being associated to $b_{\mathcal{E}}\left((\rho \boldsymbol{u})^{k+1}, \boldsymbol{u}^{k+1}, \boldsymbol{w}^{n}\right)$, we resort to Lemma 4.7 and (63) to yield,

$$
A_{14}(t)=\sum_{i=1}^{d} A_{14}^{(i)}(t) \leq \rho_{\max } \sum_{k=n}^{n+l-1} \delta t\left\|\boldsymbol{u}^{(k+1)}\right\|_{1, \varepsilon, 0}^{2}\left\|\boldsymbol{w}^{n}\right\|_{1, \varepsilon, 0}
$$

Therefore, by the Cauchy-Schwarz and $\delta t l \leq \tau+\delta t$ inequalities combined with $\mathbb{1}_{\left[t^{n}, t^{n+l-1}\right]}\left(t^{k+1}\right)=$ $\mathbb{1}_{\left[t^{k-l+1}, t^{k+1}\right]}\left(t^{n}\right)$, we bound $\int_{0}^{T-\tau} A_{14}(t) \mathrm{d} t$ as below,

$$
\begin{align*}
\int_{0}^{T-\tau} A_{14}(t) \mathrm{d} t & \leq \rho_{\max } \sum_{n=0}^{N-n_{\tau}} \sum_{k=n}^{n+l-1} \delta t^{2}\left\|\boldsymbol{u}^{(k+1)}\right\|_{1, \varepsilon, 0}^{2}\left\|\boldsymbol{w}^{n}\right\|_{1, \varepsilon, 0} \\
& \leq \rho_{\max }\left(\delta t \sum_{k=0}^{N-1}\left\|\boldsymbol{u}^{(k+1)}\right\|_{1, \varepsilon, 0}^{2}\right)\left(\delta t \sum_{n=0}^{N-n_{\tau}} \mathbb{1}_{\left[t^{n}, t^{n+l-1}\right]}\left(t^{k}\right)\left\|\boldsymbol{w}^{n}\right\|_{1, \varepsilon, 0}\right) \\
& \leq C\left(T, \rho_{0}\right) \sqrt{\tau+\delta t} \tag{77}
\end{align*}
$$

Similarly to $A_{1}^{(i)}$, we may write the term $A_{2}^{(i)}$ as,

$$
A_{2}^{(i)}(t)=\sum_{\sigma \in \mathcal{E}_{\mathrm{int}}^{(i)}}\left|D_{\sigma}\right| u_{\sigma}^{n+l} w_{\sigma}^{n} \sum_{k=n}^{n+l-1}\left(\rho_{D_{\sigma}}^{n}-\rho_{D_{\sigma}}^{n+1}\right)
$$

Thanks to the discrete mass equation on the dual cells (39) and to the discrete duality formula (32) we have:

$$
\begin{aligned}
A_{2}^{(i)}(t) & =\sum_{k=n}^{n+l-1} \delta t \sum_{\sigma \in \mathcal{E}_{\mathrm{int}}^{(i)}}\left|D_{\sigma}\right| \operatorname{div}_{D_{\sigma}}\left(\rho^{k+1} \boldsymbol{u}^{k+1}\right) u_{\sigma}^{n+l} w_{\sigma}^{n} \mathrm{~d} \boldsymbol{x} \\
& =-\sum_{k=n}^{n+l-1} \delta t \int_{\Omega}\left(\rho^{k+1} \boldsymbol{u}^{k+1}\right)_{\mathcal{E}^{(i)}} \cdot \nabla_{\mathcal{E}^{(i)}}\left(u_{i}^{n+l} w_{i}^{n}\right) \mathrm{d} \boldsymbol{x}
\end{aligned}
$$

Now thanks to Hölder's inequality, we have :

$$
A_{2}^{(i)}(t) \leq \rho_{\max } \delta t \sum_{k=n}^{n+l-1}\left\|\boldsymbol{u}^{(k+1)}\right\|_{L^{6}(\Omega)}\left\|\nabla_{\mathcal{E}^{(i)}}\left(u_{i}^{n+l} w_{i}^{n}\right)\right\|_{\left(L^{\frac{6}{5}}(\Omega)\right)^{d}}
$$

We apply the Cauchy-Schwarz inequality then Hölder's inequality with $p=5$ for the gradient term. This yields,

$$
\begin{aligned}
A_{2}^{(i)}(t) & \leq \rho_{\max }\|\boldsymbol{u}\|_{L^{2}\left(0, T ; L^{6}(\Omega)\right)}^{\frac{1}{2}} \sqrt{\delta t+\tau}\left\|\nabla_{\mathcal{E}^{(i)}}\left(u_{i}^{n+l} w_{i}^{n}\right)\right\|_{\left(L^{\frac{6}{5}}(\Omega)\right)^{d}} \\
& \leq \rho_{\max }|\Omega|^{\frac{1}{6}}\|\boldsymbol{u}\|_{L^{2}\left(0, T ; L^{\left.\frac{1}{2}(\Omega)\right)}\right.} \sqrt{\delta t+\tau}\left\|\nabla_{\mathcal{E}^{(i)}}\left(u_{i}^{n+l} w_{i}^{n}\right)\right\|_{\left(L^{\frac{3}{2}}(\Omega)\right)^{d}}
\end{aligned}
$$

Let us focus on the gradient term norm,

$$
\left\|\nabla_{\mathcal{E}^{(i)}}\left(u_{i}^{n+l} w_{i}^{n}\right)\right\|_{\left(L^{\frac{3}{2}}(\Omega)\right)^{d}} \leq\left\|\nabla_{\mathcal{E}^{(i)}}\left(u_{i}^{n+l}\right) w_{i}^{n}\right\|_{\left(L^{\frac{3}{2}}(\Omega)\right)^{d}}+\left\|u_{i}^{n+l} \nabla_{\mathcal{E}^{(i)}}\left(w_{i}^{n}\right)\right\|_{\left(L^{\frac{3}{2}}(\Omega)\right)^{d}}
$$

By Hölder's inequality with $p=4$ we have for both terms,

$$
\begin{aligned}
\left\|\nabla_{\mathcal{E}^{(i)}}\left(u_{i}^{n+l}\right) w_{i}^{n}\right\|_{\left(L^{\frac{3}{2}}(\Omega)\right)^{d}} & \leq\left\|w_{i}^{n}\right\|_{L^{6}(\Omega)}\left\|\nabla_{\mathcal{E}^{(i)}} u_{i}^{n+l}\right\|_{\left(L^{2}(\Omega)\right)^{d}} \\
& \leq\left\|\nabla_{\mathcal{E}^{(i)}} u_{i}^{n+l}\right\|_{\left(L^{2}(\Omega)\right)^{d}}^{2}+\left\|w_{i}^{n}\right\|_{L^{6}(\Omega)}^{2} \\
\left\|u_{i}^{n+l} \nabla_{\mathcal{E}^{(i)}}\left(w_{i}^{n}\right)\right\|_{\left(L^{\frac{3}{2}}(\Omega)\right)^{d}} & \leq\left\|u_{i}^{n+l}\right\|_{L^{6}(\Omega)}\left\|\nabla_{\mathcal{E}^{(i)}} w_{i}^{n}\right\|_{\left(L^{2}(\Omega)\right)^{d}} \\
& \leq\left\|\nabla_{\mathcal{E}^{(i)}} w_{i}^{n}\right\|_{\left(L^{2}(\Omega)\right)^{d}}^{2}+\left\|u_{i}^{n+l}\right\|_{L^{6}(\Omega)}^{2}
\end{aligned}
$$

Hence we were able to retrieve the norms in $H_{\mathcal{E}(i), 0}$ of $u_{i}^{n+l}$ and $w^{n}$. Owing to the injection of $H_{0}^{1}(\Omega)$ into $L^{6}(\Omega)$ the estimates are sufficient. We still require to perform the integration over $(0, T-\tau)$ on $A_{2}^{(i)}(t)$,

$$
\int_{0}^{T-\tau} A_{2}^{(i)}(t) \mathrm{d} t \leq C\left(\eta_{\mathcal{M}}, \rho_{0}\right) \sqrt{\delta t+\tau}\left(\left\|u_{i}\right\|_{L^{2}\left(0, T ; L^{6}(\Omega)\right)}^{2}+\left\|u_{i}\right\|_{L^{2}\left(0, T ; H_{\mathcal{E}^{(i)}, 0}\right)}^{2}\right)
$$

Summing over $i=1, \ldots, d$ yields the bound on $A_{2}(t)$ :

$$
\begin{equation*}
\int_{0}^{T-\tau} A_{2}(t) \mathrm{d} t \leq C\left(\eta_{\mathcal{M}}, \rho_{0}\right) \sqrt{\delta t+\tau} \tag{78}
\end{equation*}
$$

We may now conclude with the bound on $\sum_{i=1}^{d} \int_{0}^{T-\tau}\left(A_{1}^{(i)}(t)+A_{2}^{(i)}(t)\right) \mathrm{d} t$ by summing $\left.\left.75-\mathrm{i}\right), 76 \mathrm{i}\right)$ over $i=1, \ldots, d$ with (77) and (78).

### 6.2 Convergence of the discrete scheme as $\delta t, h_{\mathcal{M}} \rightarrow 0$.

Before introducing the main theorem for the convergence of the discrete scheme, we state a few results required for the passage to the limit in the weak discrete equations : namely the consistency of the discrete derivatives and the convergence of the reconstructions. The former will assure the accuracy of the approximation of the discrete derivatives, and using Taylor expansions we will be able to recover the order of the truncation errors. The latter will allow us to control the convergence of convex combinations of the quantities $\left(\rho_{m}, \boldsymbol{u}_{m}\right)$ defined on $\mathcal{D}_{m}$.

Lemma 6.2 (Consistency of the discrete derivatives). Let $\mathcal{D}=(\mathcal{M}, \mathcal{E})$ be an admissible MAC mesh and $\varphi \in C_{c}^{\infty}([0, T) \times \Omega)$. For some $n \in\{0, N\}$ we note $\varphi_{\mathcal{M}}^{n}=\Pi_{\mathcal{M}} \varphi\left(t^{n}, \cdot\right)$ and $\varphi_{\mathcal{E}^{(i)}}^{n}=\Pi_{\mathcal{E}^{(i)}} \varphi\left(t^{n}, \cdot\right)$ the projections of $\varphi$ given at $t^{n}$ on $\mathcal{M}$ and $\mathcal{E}^{(i)}$ respectively. Let

$$
\varphi_{\mathcal{M}}=\sum_{n=0}^{N-1} \varphi_{\mathcal{M}}^{n+1} \mathbb{1}_{\left(t^{n}, t^{n+1}\right]} \quad \text { and } \quad \varphi_{\mathcal{E}^{(i)}}=\sum_{n=0}^{N-1} \varphi_{\mathcal{E}^{(i)}}^{n+1} \mathbb{1}_{\left(t^{n}, t^{n+1}\right]}
$$

Then, for all $p \in[1, \infty]$,

$$
\begin{array}{lll}
\left\|\partial_{t} \varphi_{\mathcal{M}}-\partial_{t} \varphi\right\|_{L^{p}([0, T] \times \Omega)} & +\left\|\nabla_{\mathcal{\varepsilon}} \varphi_{\mathcal{M}}-\nabla \varphi\right\|_{L^{p}([0, T] \times \Omega)^{d}} & \leq C_{1}\left(\delta t+h_{\mathcal{M}}\right) \\
\left\|\partial_{t} \varphi_{\mathcal{\varepsilon}^{(i)}}-\partial_{t} \varphi\right\|_{L^{p}([0, T] \times \Omega)}+\left\|\nabla_{\widetilde{\varepsilon}} \varphi_{\mathcal{\varepsilon}^{(i)}}-\nabla \varphi\right\|_{L^{p}([0, T] \times \Omega)^{d}} & \leq C_{1}\left(\delta t+h_{\mathcal{M}}\right) \\
\left\|\varphi_{\mathcal{M}}^{0}-\varphi(0, \cdot)\right\|_{L^{p}(\Omega)} & +\left\|\varphi_{\varepsilon}^{0}-\varphi(0, \cdot)\right\|_{L^{p}(\Omega)^{d}} & \leq C_{2} h_{\mathcal{M}}
\end{array}
$$

with $C_{1}$ and $C_{2}$ depending only on $\varphi, \Omega, T, p$.
Proof: Thanks to the regularity of $\varphi$, we may use Taylor's inequalities retrieve the desired bounds. Indeed,

$$
\left\|\partial_{t} \varphi_{\mathcal{M}}-\partial_{t} \varphi\right\|_{L^{p}}^{p}=\sum_{n=0}^{N-1} \sum_{K \in \mathcal{M}} \int_{t^{n}}^{t^{n+1}} \int_{K}\left|\frac{\varphi_{K}^{n+1}-\varphi_{K}^{n}}{\delta t}-\partial_{t} \varphi(t, \boldsymbol{x})\right|^{p} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t
$$

Then there exists $C_{1}$ depending only on $\partial_{t t} \varphi$ such that,

$$
\left\|\partial_{t} \varphi_{\mathcal{M}}-\partial_{t} \varphi\right\|_{L^{p}}^{p}=\sum_{n=0}^{N-1} \sum_{K \in \mathcal{M}} \int_{t^{n}}^{t^{n+1}} \int_{K}\left|\partial_{t} \varphi\left(t^{n}, \boldsymbol{x}_{K}\right)-\partial_{t} \varphi(t, \boldsymbol{x})+C_{1} \delta t\right|^{p} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t
$$

Using a Taylor inequality once again yields the constant $C_{2}$ depending only on $\partial_{t t} \varphi$ and $\partial_{x} \partial_{t} \varphi$ and it follows that,

$$
\left\|\partial_{t} \varphi_{\mathcal{M}}-\partial_{t} \varphi\right\|_{L^{p}}^{p}=\sum_{n=0}^{N-1} \sum_{K \in \mathcal{M}} \int_{t^{n}}^{t^{n+1}} \int_{K}\left|C_{2}\left(\delta t+h_{\mathcal{M}}\right)+C_{1} \delta t\right|^{p} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t
$$

which concludes the bound on $\left\|\partial_{t} \varphi_{\mathcal{M}}-\partial_{t} \varphi\right\|_{L^{p}([0, T] \times \Omega)}$. By a similar process and thanks to the regularity of $\varphi$, the derivation of the remaining bounds is straightforward.
Lemma 6.3 (Convergence of reconstructions in $\boldsymbol{L}^{p}, \boldsymbol{p} \in[1, \infty)$ ). Let $p \in[1, \infty)$ and a sequence $\left(q_{m}\right)_{m \in \mathbb{N}}$ be such that for all $m \in \mathbb{N}, q_{m} \in L_{\mathcal{M}_{m}}$. If $q_{m} \longrightarrow \bar{q}$ as $m \rightarrow \infty$ in $L^{p}(\Omega)$ then,

$$
\mathcal{R}_{M_{m}}^{\varepsilon_{m}^{(i)}} q_{m} \rightarrow \bar{q} \quad \text { as } \quad m \rightarrow \infty \quad \text { in } \quad L^{p}(\Omega)
$$

Similarly, for a sequence of velocities $\left(v_{m}\right)_{m \in \mathbb{N}}$ verifying $v_{m} \in H_{\mathcal{E}_{m}^{(i)}}$ for all $m \in \mathbb{N}$ and $v_{m}$ strongly converging to $\bar{v}$ as $m \rightarrow \infty$ in $L^{p}(\Omega)$ then,

$$
\begin{array}{lllll}
\mathcal{R}_{\varepsilon_{m}^{i(v}}^{\mathcal{N}_{m}} v_{m} \rightarrow \bar{v} & \text { as } & m \rightarrow \infty & \text { in } & L^{p}(\Omega) \\
\mathcal{R}_{\tilde{\varepsilon}_{m}}^{(i, j)} v_{m} \rightarrow \bar{v} & \text { as } & m \rightarrow \infty & \text { in } & L^{p}(\Omega)
\end{array}
$$

Proof: The proofs being similar, let us show the first convergence result only. Let $\varepsilon>0$. Thanks to the density of $C_{c}^{\infty}(\Omega)$ in $L^{p}(\Omega)$, let $\varphi \in C_{c}^{\infty}(\Omega)$ be the function verifying $\|\varphi-\bar{q}\|_{L^{p}}<\varepsilon$.

Thus using $\Pi_{\mathcal{M}_{m}} \bar{q}$ and $\Pi_{\mathcal{N}_{m}} \varphi$, respectively the projection of $\bar{q}$ and $\varphi$ on $L_{\mathcal{N}_{m}}$ and noting that $\mathcal{R}_{\mathcal{M}_{m}}^{\varepsilon_{m}^{(i)}} q_{m}=$ $\left(\mathcal{R}_{\mathcal{M}_{m}}^{\varepsilon_{m}^{(i)}} \circ \Pi_{\mathcal{M}_{m}}\right) q_{m}$ yields,

$$
\begin{aligned}
&\left\|\mathcal{R}_{\mathcal{M}_{m}}^{\varepsilon_{n}^{(i)}} q_{m}-\bar{q}\right\|_{L^{p}} \leq\left\|\left(\mathcal{R}_{\mathcal{M}_{m}}^{\varepsilon_{m}^{(i)}} \circ \Pi_{\mathcal{M}_{m}}\right) q_{m}-\left(\mathcal{R}_{\mathcal{M}_{m}}^{\varepsilon_{m}^{(i)}} \circ \Pi_{\mathfrak{M}_{m}}\right) \bar{q}\right\|_{L^{p}} \\
&+\left\|\left(\mathcal{R}_{\mathcal{M}_{m}}^{\varepsilon_{m}^{(i)}} \circ \Pi_{\mathcal{M}_{m}}\right) \bar{q}-\left(\mathcal{R}_{\mathcal{M}_{m}}^{\varepsilon_{n}^{(i)}} \circ \Pi_{\mathcal{M}_{m}}\right) \varphi\right\|_{L^{p}} \\
&+\left\|\left(\mathcal{R}_{\mathcal{M}_{m}}^{\varepsilon_{M_{m}}^{(i)}} \circ \Pi_{\mathcal{M}_{m}}\right) \varphi-\varphi\right\|_{L^{p}}+\|\varphi-\bar{q}\|_{L^{p}}
\end{aligned}
$$

Using (60) and Lemma4.3, we conclude that the second and last terms in the right handside are bounded by $\varepsilon$. Moreover, from the strong convergence of $\left(q_{m}\right)_{m \in \mathbb{N}}$ we may find $M_{1}$ such that for all $m \geq M_{1}$ we have $\left\|q_{m}-\bar{q}\right\|_{L^{p}}<\varepsilon$.

From the regularity of $\varphi$ we resort to a Taylor's inequality to obtain a constant $C$ depending only on $p, \varphi, \Omega$ and $T$ such that

$$
\left\|\left(\mathcal{R}_{\mathcal{M}_{m}}^{\varepsilon_{m}^{(i)}} \circ \Pi_{\mathcal{M}_{m}}\right) \varphi-\varphi\right\|_{L^{p}} \leq C h_{\mathcal{M}_{m}}
$$

Then there exists $M_{2}$ verifying $\left\|\left(\mathcal{R}_{\mathcal{M}_{m}}^{\mathcal{E}_{m}^{(i)}} \circ \Pi_{\mathcal{M}_{m}}\right) \varphi-\varphi\right\|_{L^{p}}<\varepsilon$ for all $m \geq M_{2}$. Taking $M=$ $\max \left(M_{1}, M_{2}\right)$, we can then conclude with the strong convergence of $\left(R_{\mathcal{M}_{m}}^{\varepsilon_{m}^{(i)}} q_{m}\right)_{m \in \mathbb{N}}$ towards $\bar{q}$ in $L^{p}([0, T] \times \Omega)$.
Remark 6.4. Therefore, given the strong convergence of a discrete solution to a limit in $L^{p}([0, T] \times \Omega)$, with $1 \leq p<\infty$, we can conclude with the strong convergence of its reconstruction towards this same limit.

Theorem 6.5 (Convergence of the discrete scheme). Let $\left(\delta t_{m}\right)_{m \in \mathbb{N}}$ be a sequence of time steps and $\left(\mathcal{D}_{m}\right)_{m \in \mathbb{N}}=\left(\mathcal{M}_{m}, \mathcal{E}_{m}\right)_{m \in \mathbb{N}}$ a sequence of MAC grids (in the sense of Definition 2.1) such that $\delta t_{m} \rightarrow 0$ and $h_{\mathcal{M}_{m}} \rightarrow 0$ as $m \rightarrow+\infty$. We assume that there exists $\eta>0$ controlling the regularity of every MAC mesh in the sequence : $\eta_{\mathcal{M}_{m}} \leq \eta$ for any $m \in \mathbb{N}$ - with $\eta_{\mathcal{M}_{m}}$ defined by (9). Let $\left(\rho_{m}, \boldsymbol{u}_{m}\right)$ be a solution to 12 for $\delta t=\delta t_{m}$ and $\mathcal{D}=\mathcal{D}_{m}$. Then there exists $\bar{\rho}$ with $\rho_{\min } \leq \bar{\rho} \leq \rho_{\max }$ and $\overline{\boldsymbol{u}} \in L^{2}(0, T ; \boldsymbol{E}(\Omega))$ verifying up to a subsequence:

- the sequence $\left(\boldsymbol{u}_{m}\right)_{m \in \mathbb{N}}$ converges to $\overline{\boldsymbol{u}}$ in $L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)$,
- the sequence $\left(\rho_{m}\right)_{m \in \mathbb{N}}$ converges to $\bar{\rho}$ in $\in L^{2}\left(0, T ; L^{2}(\Omega)\right)$,
- $(\bar{\rho}, \overline{\boldsymbol{u}})$ is a solution to the weak formulation (6) and (7).

Step 1- Weak convergence of $\left(\rho_{m}\right)_{m \in \mathbb{N}}$ in $L^{\infty}((0, T) \times \Omega)$ and maximum principle. Let us consider the sequence $\left(\rho_{m}\right)_{m \in \mathbb{N}}$ verifying (12) for $\delta t=\delta t_{m}$ and $\mathcal{D}=\mathcal{D}_{m}$. Thanks to the bound 63), there exists a subsequence of $\left(\rho_{m}\right)_{m \in \mathbb{N}}$, denoted once again $\left(\rho_{m}\right)_{m \in \mathbb{N}}$, which converges $\star$-weakly to some function $\bar{\rho}$ in $L^{\infty}((0, T) \times \Omega)$, i.e.:

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \int_{0}^{T} \int_{\Omega} \rho_{m}(t, \boldsymbol{x}) \varphi(t, \boldsymbol{x}) \mathrm{d} \boldsymbol{x} \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \bar{\rho}(t, \boldsymbol{x}) \varphi(t, \boldsymbol{x}) \mathrm{d} \boldsymbol{x} \mathrm{~d} t, \quad \forall \varphi \in L^{1}((0, T) \times \Omega) \tag{79}
\end{equation*}
$$

Let $B$ be a borelian set of $(0, T) \times \Omega$ so that we can take $\varphi(t, \boldsymbol{x})=\mathbb{1}_{B}(t, \boldsymbol{x})$ in (79). From the bounds on $\rho_{m}(t, \boldsymbol{x})$ given by (63), we have the non-negativity of the integrals:

$$
\begin{aligned}
& \int_{0}^{T} \int_{\Omega}\left(\rho_{m}(t, \boldsymbol{x})-\rho_{\min }\right) \mathbb{1}_{B}(t, \boldsymbol{x}) \mathrm{d} \boldsymbol{x} \mathrm{~d} t \\
& \quad \text { and } \quad \int_{0}^{T} \int_{\Omega}\left(\rho_{\max }-\rho_{m}(t, \boldsymbol{x})\right) \mathbb{1}_{B}(t, \boldsymbol{x}) \mathrm{d} \boldsymbol{x} \mathrm{~d} t, \quad \forall m \in \mathbb{N}
\end{aligned}
$$

Passing to the limit as $m \rightarrow \infty$ yields,

$$
\int_{0}^{T} \int_{\Omega}\left(\bar{\rho}(t, \boldsymbol{x})-\rho_{\min }\right) \mathbb{1}_{B}(t, \boldsymbol{x}) \mathrm{d} \boldsymbol{x} \mathrm{~d} t \geq 0 \quad \text { and } \quad \int_{0}^{T} \int_{\Omega}\left(\rho_{\max }-\bar{\rho}(t, \boldsymbol{x})\right) \mathbb{1}_{B}(t, \boldsymbol{x}) \mathrm{d} \boldsymbol{x} \mathrm{~d} t \geq 0
$$

which is equivalent to $\rho_{\min } \leq \bar{\rho}(t, \boldsymbol{x}) \leq \rho_{\max }$ a.e. in $(0, T) \times \Omega$.

Step 2- Compactness of $\left(u^{m}\right)_{m \in \mathbb{N}}$ in $L^{2}\left(0, T ;\left(L^{2}(\Omega)\right)^{d}\right) \quad$ Let us apply the time compactness Theorem B. 4 for $p=2$, with the Banach space $B=\left(L^{2}(\Omega)\right)^{d}$ and the sequence of Banach spaces $\left(X_{m}\right)_{m \in \mathbb{N}}$ where $X_{m}=\mathbf{H}_{\varepsilon_{m}, 0}, m \in \mathbb{N}$ is endowed with the norm defined in 27). By LemmaB.1 and Theorem B. 2 we have that any bounded sequence in $H_{\mathcal{E}_{m, 0}^{(i)}}$ is relatively compact in $L^{2}(\Omega)$ for all $i=1, . ., d$. Hence $H_{\mathcal{E}_{m}^{(i)}, 0}$ endowed with the $i$-th component norm (27) is compactly embedded in $L^{2}(\Omega)$ in the sense of

Definition B.3. Finally $\left(X_{m}\right)_{m \in \mathbb{N}}$ is compactly embedded in $\left(L^{2}(\Omega)\right)^{d}$.
Let us consider the sequence $\left(\boldsymbol{u}_{m}\right)_{m \in \mathbb{N}}$ verifying (12) for $\delta t=\delta t_{m}$ and $\mathcal{D}=\mathcal{D}_{m}$. Thanks to the first bound from Lemma 5.5 we have that $\left(\left\|\boldsymbol{u}_{m}\right\|_{L^{1}\left(0, T ; \mathbf{H}_{\varepsilon_{m}, 0}\right)}\right)_{m \in \mathbb{N}}$ is bounded. Furthermore, using the discrete Poincaré inequality on the first bound yields that $\left(\boldsymbol{u}_{m}\right)_{m \in \mathbb{N}}$ is bounded in $L^{2}\left(0, T ;\left(L^{2}(\Omega)^{d}\right)\right)$. Let us show that the remaining condition is satisfied: that is, demonstrating the existence of $\zeta$ with $\zeta(\tau) \rightarrow 0$ as $\tau \rightarrow 0$ for all $m \in \mathbb{N}$ such that,

$$
\int_{0}^{T-\tau}\left\|\boldsymbol{u}_{m}(t+\tau, \cdot)-\boldsymbol{u}_{m}(t, \cdot)\right\|_{L^{2}}^{2} \mathrm{~d} t \leq \zeta(\tau) \quad \forall \tau \in(0, T) \quad \forall m \in \mathbb{N}
$$

First, we use the following upper bound for the expression in (74): $C \sqrt{\tau+\delta t} \leq C\left(\tau^{\frac{1}{2}}+\delta t^{\frac{1}{2}}\right)$, with $C$ independent of $m$ thanks to the assumption $\eta_{\mathcal{M}_{m}} \leq \eta$.
Let $\varepsilon>0$. Then we may find $\tau_{1}$ and $M \in \mathbb{N}$ so that we have $\tau_{1}^{\frac{1}{2}} \leq \varepsilon$ and $\delta t_{m}^{\frac{1}{2}} \leq \varepsilon$ for all $m \geq M$. Thus, by Lemma 6.1, we have for all $m \geq M$,

$$
\int_{0}^{T-\tau}\left\|\boldsymbol{u}_{m}(t+\tau, \cdot)-\boldsymbol{u}_{m}(t, \cdot)\right\|_{\boldsymbol{L}^{2}}^{2} \mathrm{~d} t \leq C_{1} \varepsilon \quad \forall \tau \in\left(0, \tau_{1}\right)
$$

For $m<M$, we introduce $\varphi^{m} \in C([0, T] \times \Omega)$ verifying $\left\|\boldsymbol{u}_{m}-\varphi^{m}\right\|_{L^{2}\left((0, T),\left(L^{2}(\Omega)\right)^{d}\right)}<\varepsilon$. Therefore

$$
\begin{aligned}
\int_{0}^{T-\tau}\left\|\boldsymbol{u}_{m}(t+\tau, \cdot)-\boldsymbol{u}_{m}(t, \cdot)\right\|_{\boldsymbol{L}^{2}}^{2} \mathrm{~d} t \leq 3 & {\left[\int_{0}^{T-\tau}\left\|\boldsymbol{u}_{m}(t+\tau, \cdot)-\boldsymbol{\varphi}^{m}(t+\tau, \cdot)\right\|_{\boldsymbol{L}^{2}}^{2} \mathrm{~d} t\right.} \\
& +\int_{0}^{T-\tau}\left\|\boldsymbol{\varphi}^{m}(t+\tau, \cdot)-\boldsymbol{\varphi}^{m}(t, \cdot)\right\|_{\boldsymbol{L}^{2}}^{2} \mathrm{~d} t \\
& \left.+\int_{0}^{T-\tau}\left\|\boldsymbol{\varphi}^{m}(t, \cdot)-\boldsymbol{u}_{m}(t, \cdot)\right\|_{\boldsymbol{L}^{2}}^{2} \mathrm{~d} t\right]
\end{aligned}
$$

which yields

$$
\int_{0}^{T-\tau}\left\|\boldsymbol{u}_{m}(t+\tau, \cdot)-\boldsymbol{u}_{m}(t, \cdot)\right\|_{L^{2}}^{2} \mathrm{~d} t \leq 6 \varepsilon+3 \int_{0}^{T-\tau}\left\|\boldsymbol{\varphi}^{m}(t+\tau, \cdot)-\varphi^{m}(t, \cdot)\right\|_{L^{2}}^{2}
$$

with $\int_{0}^{T-\tau}\left\|\varphi^{m}(t+\tau, \cdot)-\varphi^{m}(t, \cdot)\right\|_{L^{2}}^{2} \rightarrow 0$ as $\tau \rightarrow 0$. Thus, we may find $\tau^{m}$ such that $\int_{0}^{T-\tau} \| \boldsymbol{u}_{m}(t+$ $\tau, \cdot)-\boldsymbol{u}_{m}(t, \cdot) \|_{L^{2}}^{2}<9 \varepsilon$ for $\tau \in\left(0, \tau^{m}\right)$.

Let us define $\bar{\tau}=\min \left(\tau_{1}, \min _{m \leq M} \tau^{m}\right)$ and $C=\max \left(C_{1}, 9\right)$. It follows that $\forall \tau \in(0, \bar{\tau})$,

$$
\int_{0}^{T-\tau}\left\|\boldsymbol{u}_{m}(t+\tau, \cdot)-\boldsymbol{u}_{m}(t, \cdot)\right\|_{L^{2}}^{2} \mathrm{~d} t \leq C \varepsilon \quad \text { for all } \quad m \in \mathbb{N}
$$

Hence, the third condition of Theorem B.4 is satisfied and we can conclude with the existence of $\overline{\boldsymbol{u}} \in$ $L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)$ such that, up to a subsequence,

$$
\boldsymbol{u}_{m} \rightarrow \overline{\boldsymbol{u}} \text { in } L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right) \text { as } m \rightarrow+\infty
$$

## Step 3- Passing to the limit as $\delta t, h_{\mathcal{M}} \rightarrow 0$ in the mass balance equation

For this step, we prove a weak Lax-Wendroff consistency for the discrete mass balance equation : by passing to the limit as $\delta t, h_{\mathcal{M}} \rightarrow 0$ in 16 a , we aim to show that the limit $(\bar{\rho}, \overline{\boldsymbol{u}})$ obtained in the previous steps satisfies the weak mass balance equation (6).

Let $\psi \in C_{c}^{\infty}([0, T) \times \Omega)$ so that we take $\psi_{m}^{n}=\Pi_{\mathcal{M}_{m}} \psi\left(t_{n}, \cdot\right) \in L_{\mathcal{M}}$ as a test function in (16a). Multiplying by $\delta t_{m}$ and summing over $n=\left\{0, \ldots, N_{m}-1\right\}$ (with $N_{m} \delta t_{m}=T$ ) yields:

$$
\sum_{n=0}^{N_{m}-1} \delta t_{m} \int_{\Omega}{\underset{\partial}{t}} \rho_{\mathcal{M}_{m}}^{n+1} \psi_{m}^{n} \mathrm{~d} \boldsymbol{x}+\sum_{n=0}^{N_{m}-1} \delta t_{m} \int_{\Omega} \operatorname{div}_{\mathcal{M}_{m}}(\rho \boldsymbol{u})_{m}^{n+1} \psi_{m}^{n} \mathrm{~d} \boldsymbol{x}=T_{1, m}+T_{2, m}=0
$$

by defining the first and second terms as $T_{1, m}$ and $T_{2, m}$ respectively. Let us use the definition of each operator and drop the subscript $m$ to reduce the clutter of notations. It comes down to studying the convergence of each of the following terms:

$$
\begin{aligned}
T_{1, m} & =\sum_{n=0}^{N-1} \sum_{K \in \mathcal{M}}|K|\left(\rho_{K}^{n+1}-\rho_{K}^{n}\right) \psi_{K}^{n} \\
T_{2, m} & =\sum_{n=0}^{N-1} \delta t \sum_{K \in \mathcal{M}} \psi_{K}^{n} \sum_{\sigma \in \mathcal{E}(K)} F_{K, \sigma}^{n+1}
\end{aligned}
$$

We deal with $T_{1, m}$ by rearranging the sum so as to perform a discrete integration by parts for the time variable:

$$
T_{1, m}=-\sum_{n=0}^{N-1} \sum_{K \in \mathcal{M}}|K| \rho_{K}^{n+1}\left(\psi_{K}^{n+1}-\psi_{K}^{n}\right)-\sum_{K \in \mathcal{M}}|K| \rho_{K}^{(0)} \psi_{K}^{(0)}
$$

since $\psi_{K}^{N}=0$ thanks to the compact support of $\psi$. Let us note $\psi_{m}=\sum_{n=0}^{N-1} \psi_{m}^{n+1} \mathbb{1}_{\left.] t^{n}, t^{n+1}\right]}$. This is equivalent to,

$$
T_{1, m}=-\int_{0}^{T} \int_{\Omega} \rho_{m}(t, \boldsymbol{x}){\underset{\mathrm{d}}{t}}^{\psi_{m}}(t, \boldsymbol{x}) \mathrm{d} \boldsymbol{x} \mathrm{~d} t-\int_{\Omega} \rho_{m}^{(0)}(\boldsymbol{x}) \psi_{m}(0, \boldsymbol{x}) \mathrm{d} \boldsymbol{x}
$$

The weak-» convergence of $\left(\rho_{m}\right)_{m \in \mathbb{N}}$ in $L^{\infty}((0, T) \times \Omega)$ and the strong convergence of $\left(\partial_{t} \psi_{m}\right)_{m \in \mathbb{N}}$ towards $\partial_{t} \psi$ in $L^{1}((0, T) \times \Omega)$ yields the convergence of the first term in $T_{1, m}$. The second term is dealt with in the same way : from the initialization of the scheme and the assumed regularity of the initial data $\rho_{0} \in L^{\infty}(\Omega)$ and the strong convergence of $\left(\psi_{m}(0, \cdot)\right)_{m \in \mathbb{N}}$ in $L^{1}(\Omega)$. Hence we have,

$$
\lim _{m \rightarrow \infty} T_{1, m}=-\int_{0}^{T} \int_{\Omega} \bar{\rho}(t, \boldsymbol{x}) \partial_{t} \psi(t, \boldsymbol{x}) \mathrm{d} \boldsymbol{x} \mathrm{~d} t-\int_{\Omega} \rho_{0}(\boldsymbol{x}) \psi(0, \boldsymbol{x}) \mathrm{d} \boldsymbol{x}
$$

Let us now focus on $T_{2, m}$. Using the expression of the mass flux $F_{K, \sigma}$ and the boundary conditions on the velocity, we reorder the sum in $T_{2, m}$ so as to perform a discrete integration by parts for the space variable:

$$
T_{2, m}=-\sum_{i=1}^{d} \sum_{n=0}^{N-1} \delta t \sum_{\substack{\sigma \in \mathcal{E}_{\text {int }}^{(i)} \\ \sigma=K \mid L}}\left|D_{\sigma}\right| \rho_{\sigma}^{n+1} u_{K, \sigma}^{n+1} \frac{|\sigma|}{\left|D_{\sigma}\right|}\left(\psi_{L}^{n}-\psi_{K}^{n}\right)
$$

The terms $\rho_{\sigma}^{n+1}$ being computed using the upwind scheme, we decompose $T_{2, m}$ into two sums : $T_{2, m}=$ $\mathcal{T}_{2, m}+\mathcal{R}_{2, m}$ with

$$
\begin{aligned}
& \mathcal{T}_{2, m}=-\sum_{i=1}^{d} \sum_{n=0}^{N-1} \delta t \sum_{\substack{\sigma \in \mathcal{E}_{\text {int }}^{(i)} \\
\sigma=K \mid L}}\left|D_{\sigma}\right| \rho_{D_{\sigma}}^{n+1} u_{\sigma}^{n+1} \frac{|\sigma|}{\left|D_{\sigma}\right|}\left(\psi_{L}^{n}-\psi_{K}^{n}\right)\left(\boldsymbol{n}_{K, \sigma} \cdot \boldsymbol{e}_{i}\right) \\
& \mathcal{R}_{2, m}=-\sum_{i=1}^{d} \sum_{n=0}^{N-1} \delta t \sum_{\substack{\text { í(i)} \\
\sigma \in \mathcal{E}_{\text {int }} \\
\sigma=K \mid L}}\left|D_{\sigma}\right|\left(\rho_{\sigma}^{n+1}-\rho_{D_{\sigma}}^{n+1}\right) u_{K, \sigma}^{n+1} \frac{|\sigma|}{\left|D_{\sigma}\right|}\left(\psi_{L}^{n}-\psi_{K}^{n}\right)
\end{aligned}
$$

by recalling that $\left|D_{\sigma}\right| \rho_{D_{\sigma}}^{n+1}=\left|D_{K, \sigma}\right| \rho_{K}^{n+1}+\left|D_{L, \sigma}\right| \rho_{L}^{n+1}$. In this form however, the term $\mathcal{T}_{2, m}$ reveals the convex combinations of the density $\mathcal{R}_{\mathcal{M}}^{\varepsilon^{(i)}} \rho_{m}$ for $i=1, . ., d$ and we have,

$$
\mathcal{T}_{2, m}=-\sum_{i=1}^{d} \int_{0}^{T} \int_{\Omega} \mathcal{R}_{\mathcal{M}}^{\mathcal{E}^{(i)}}\left(\rho_{m}(t, \boldsymbol{x})\right) u_{i, m}(t, \boldsymbol{x}) \mathfrak{ฎ}_{i} \psi_{m}(t, \boldsymbol{x}) \mathrm{d} \boldsymbol{x} \mathrm{~d} t
$$

Since the sequence $\left(\rho_{m}\right)_{m}$ is only $\star$-weakly convergent, we can neither conclude about the convergence of $\left(R_{\mathcal{M}}^{\mathcal{E}^{(i)}} \rho_{m}\right)_{m}$ yet nor pass to the limit in $\mathcal{T}_{2, m}$. Hence, we must reformulate the sum so as to iterate over elements of $\mathcal{M}$. For every $i=1, . ., d$, let us note $K=\left[\sigma \sigma^{\prime}\right]$ for $\left(\sigma, \sigma^{\prime}\right) \in\left(\mathcal{E}(K) \cap \mathcal{E}^{(i)}\right)^{2}$, with $\sigma, \sigma^{\prime}$ thus being the two faces of the cell $K$ normal to $\boldsymbol{e}_{i}$. Notice that we may include the elements of $\mathcal{E}_{\text {ext }}^{(i)}$ owing to the homogeneous boundary conditions for the velocity. Therefore, we have,

$$
\begin{aligned}
T_{2, m} & =-\sum_{i=1}^{d} \sum_{n=0}^{N-1} \delta t \sum_{\substack{\sigma \in \mathcal{\ell}_{i n t}^{(i)} \\
\sigma=K \mid L}}\left|D_{\sigma}\right| \rho_{D_{\sigma}} u_{\sigma}^{n+1}\left(\partial \psi^{n}\right)_{\sigma} \\
& =-\sum_{i=1}^{d} \sum_{n=0}^{N-1} \delta t \sum_{\substack{K \in \mathcal{M} \\
K=\left[\sigma \sigma^{\prime}\right]}}\left(\left|D_{K, \sigma}\right| \rho_{K} u_{\sigma}^{n+1}\left(\partial \psi^{n}\right)_{\sigma}+\left|D_{K, \sigma^{\prime}}\right| \rho_{K} u_{\sigma^{\prime}}^{n+1}\left(\partial \psi^{n}\right)_{\sigma^{\prime}}\right) \\
& =-\sum_{i=1}^{d} \sum_{n=0}^{N-1} \delta t \sum_{\substack{K \in \mathcal{M} \\
K=\left[\sigma \sigma^{\prime}\right]}}|K| \rho_{K}\left(\frac{\left|D_{K, \sigma}\right|}{|K|} u_{\sigma}^{n+1}\left(\partial \psi^{n}\right)_{\sigma}+\frac{\left|D_{K, \sigma^{\prime}}\right|}{|K|} u_{\sigma^{\prime}}^{n+1}\left(\partial \psi^{n}\right)_{\sigma^{\prime}}\right) \\
& =-\sum_{i=1}^{d} \sum_{n=0}^{N-1} \delta t \sum_{\substack{K \in \mathcal{M} \\
K=\left[\sigma \sigma^{\prime}\right]}}|K| \rho_{K} \frac{1}{2}\left(\left(u_{\sigma}^{n+1}\left(\partial \psi^{n}\right)_{\sigma}+u_{\sigma^{\prime}}^{n+1}\left(\partial \psi^{n}\right)_{\sigma^{\prime}}\right)\right. \\
& =-\sum_{i=1}^{d} \sum_{n=0}^{N-1} \delta t \sum_{\substack{K \in \mathcal{M} \\
K=\left[\sigma \sigma^{\prime}\right]}}|K| \rho_{K} \mathcal{R}_{\varepsilon^{(i)}}^{\mathcal{M}}\left(u_{i}^{n+1} \mho_{i} \psi^{n}\right)_{\sigma} .
\end{aligned}
$$

Finally we have,

$$
T_{2, m}=-\sum_{i=1}^{d} \int_{0}^{T} \int_{\Omega} \rho_{m}(t, \boldsymbol{x}) \mathcal{R}_{\mathcal{E}^{(i)}}^{\mathcal{M}}\left(u_{i, m}(t, \boldsymbol{x}){\underset{\mathrm{Z}}{i}} \psi_{m}(t, \boldsymbol{x})\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} t
$$

The strong convergence of $\left(u_{i, m}\right)_{m \in \mathbb{N}}$ and $\left(\coprod_{i} \psi_{m}\right)_{m \in \mathbb{N}}$ in $L^{2}((0, T) \times \Omega)$ yields the strong convergence of $\left(u_{i, m} \check{\partial}_{i} \psi_{m}\right)_{m \in \mathbb{N}}$ in $L^{2}((0, T) \times \Omega)$. By Lemma 6.3, we have:

$$
R_{\mathcal{E}^{(i)}}^{\mathcal{M}}\left(u_{i, m} \check{\partial}_{i} \psi_{m}\right) \longrightarrow \overline{\boldsymbol{u}}_{i} \psi \quad \text { in } \quad L^{2}((0, T) \times \Omega) \quad \text { as } \quad m \rightarrow \infty
$$

Hence, combined with the weak convergence of $\rho_{m} \rightharpoonup \bar{\rho}$ in $L^{2}((0, T) \times \Omega)$ we may pass to the limit in $\mathcal{T}_{2, m}$ to get,

$$
\lim _{m \rightarrow \infty} \mathcal{T}_{2, m}=-\int_{0}^{T} \int_{\Omega} \bar{\rho}(t, \boldsymbol{x}) \overline{\boldsymbol{u}}(t, \boldsymbol{x}) \cdot \nabla \psi(t, \boldsymbol{x}) \mathrm{d} \boldsymbol{x} \mathrm{~d} t
$$

We are left to show that the remainder $\mathcal{R}_{2, m}$ tends to 0 as $m \rightarrow \infty$. Owing to the upwind choice (20) for $\rho_{\sigma}$ we have:

$$
\left|D_{\sigma}\right|\left(\rho_{\sigma}^{n+1}-\rho_{D_{\sigma}}^{n+1}\right) \leq \max \left(\left|D_{K \sigma}\right|,\left|D_{L, \sigma}\right|\right)\left|\rho_{K}^{n+1}-\rho_{L}^{n+1}\right|
$$

Therefore, $\mathcal{R}_{2, m}$ may be bounded with,

$$
\left|\mathcal{R}_{2, m}\right| \leq \sum_{n=0}^{N-1} \delta t \sum_{i=1}^{d} \sum_{\substack{\sigma \in \mathcal{E}_{\text {int }}^{(i)} \\ \sigma=K \mid L}}|\sigma|\left|\rho_{L}^{n+1}-\rho_{K}^{n+1}\right|\left|u_{\sigma}^{n+1}\right|\left|\psi_{L}^{n}-\psi_{K}^{n}\right|
$$

We then use the Cauchy-Schwarz inequality to highlight the left handside of the weak $B V$ estimate (69),

$$
\begin{aligned}
\left|\mathcal{R}_{2, m}\right| & \leq\left(\sum_{n=0}^{N-1} \delta t \sum_{i=1}^{d} \sum_{\substack{\sigma \in \varepsilon_{i n t}^{(i)} \\
\sigma=K \mid L}}|\sigma|\left|\rho_{L}^{n+1}-\rho_{K}^{n+1}\right|^{2}\left|u_{\sigma}^{n+1}\right|\right)^{\frac{1}{2}}\left(\sum_{n=0}^{N-1} \delta t \sum_{i=1}^{d} \sum_{\substack{\sigma \in \mathcal{\varepsilon}_{\text {int }}^{(i)} \\
\sigma=K \mid L}}\left|\sigma \| \psi_{L}^{n}-\psi_{K}^{n}\right|^{2}\left|u_{\sigma}^{n+1}\right|\right)^{\frac{1}{2}} \\
& \leq \sqrt{C}\left(\sum_{n=0}^{N-1} \delta t \sum_{i=1}^{d} \sum_{\substack{\sigma \in \mathcal{\varepsilon}_{\text {in }}^{(i)} \\
\sigma=K \mid L}}|\sigma|\left|\psi_{L}^{n}-\psi_{K}^{n}\right|^{2}\left|u_{\sigma}^{n+1}\right|\right)^{\frac{1}{2}}
\end{aligned}
$$

By Lemma 6.2, there exists $C_{\psi}$ depending only $\partial_{i} \psi, \Omega$ and $T$ such that $\left|\psi_{L}^{n}-\psi_{K}^{n}\right| \leq C_{\psi} d\left(\boldsymbol{x}_{K}, \boldsymbol{x}_{L}\right)$. As $\left|D_{\sigma}\right|=\left|\left[\boldsymbol{x}_{K}, \boldsymbol{x}_{L}\right] \times \sigma\right|$ it yields that,

$$
\begin{aligned}
\left|\mathcal{R}_{2, m}\right| & \leq \sqrt{C} C_{\psi} \sqrt{h_{m}}\left(\sum_{n=0}^{N-1} \delta t \sum_{i=1}^{d} \sum_{\substack{\sigma \in \mathcal{E}_{\text {in }}^{(i)} \\
\sigma=K \mid L}}\left|D_{\sigma} \| u_{\sigma}^{n+1}\right|\right)^{\frac{1}{2}} \\
& \leq C\left(\psi, T, \Omega,\left\|\boldsymbol{u}_{m}\right\|_{L^{2}\left(L^{2}\right)}\right) \sqrt{h_{m}} .
\end{aligned}
$$

Thanks to the bound (70) on $\boldsymbol{u}_{m}$ in $L^{2}((0, T) \times \Omega)$, we have $\left|\mathcal{R}_{2, m}\right| \longrightarrow 0$ as $h_{m} \rightarrow 0$ which allows us to conclude that $(\bar{\rho}, \overline{\boldsymbol{u}})$ satisfies the weak mass balance equation.

Step 4- Regularity of the limit $\overline{\boldsymbol{u}}$ In order to demonstrate the strong convergence of $\left(\rho_{m}\right)_{m}$ in the next section, we require $\overline{\boldsymbol{u}}$ to be divergence free. First, let us show that $\overline{\boldsymbol{u}} \in L^{2}\left((0, T), \boldsymbol{H}_{0}^{1}(\Omega)\right)$. A characterization of $\overline{\boldsymbol{u}} \in L^{2}\left((0, T), \boldsymbol{H}^{1}(\Omega)\right)$ is given by the existence of a constant $C$ such that,

$$
\begin{equation*}
\left|\int_{0}^{T} \int_{\Omega} \bar{u}_{i} \partial_{j} \varphi \mathrm{~d} \boldsymbol{x}\right| \leq C\|\varphi\|_{L^{2}((0, T) \times \Omega)} \quad \forall \varphi \in C_{c}^{\infty}((0, T) \times \Omega) \quad \forall i, j=1, . ., d \tag{80}
\end{equation*}
$$

We adapt the proof of Theorem B.2 from [13] to our case. Let $\varphi \in C_{c}^{\infty}((0, T) \times \Omega)$ and $(i, j) \in$ $[1, d]$. From now on we drop the subscript $i$ in the velocity notation. Let us define the continuation of $\left(u_{m}\right)_{m \in \mathbb{N}}$ on $\left(\mathbb{R} \times \mathbb{R}^{d}\right) \backslash((0, T) \times \Omega)$, denoted $\left(\mathbb{P} u_{m}\right)_{m \in \mathbb{N}}$, by

$$
\mathbb{P} u_{m}=u_{m} \quad \text { a.e. on } \quad(0, T) \times \Omega \quad \text { and } \quad \mathbb{P} u_{m}=0 \quad \text { a.e. on } \quad\left(\mathbb{R} \times \mathbb{R}^{d}\right) \backslash((0, T) \times \Omega) .
$$

Then $\left(\mathbb{P} u_{m}\right)_{m \in \mathbb{N}}$ converges strongly to $\mathbb{P} \bar{u}$ in $L^{2}\left(\mathbb{R} \times \mathbb{R}^{d}\right)$ with $\mathbb{P} \bar{u}$ being the continuation of $\bar{u}$ on $\left(\mathbb{R} \times \mathbb{R}^{d}\right) \backslash((0, T) \times \Omega)$.

Let $\eta \in \mathbb{R}^{d}, \eta \neq 0$ and $m \in \mathbb{N}$. Using Cauchy-Schwarz, we have:

$$
\int_{\mathbb{R}} \int_{\mathbb{R}^{d}} \frac{\mathbb{P} u_{m}(t, \boldsymbol{x}+\eta)-\mathbb{P} u_{m}(t, \boldsymbol{x})}{|\eta|} \varphi \mathrm{d} \boldsymbol{x} \mathrm{~d} t \leq \frac{1}{|\eta|}\left[\int_{\mathbb{R}}\left\|\mathbb{P} u_{m}(t, \cdot+\eta)-\mathbb{P} u_{m}(t, \cdot)\right\|_{L^{2}}^{2} \mathrm{~d} t\right]^{\frac{1}{2}}\|\varphi\|_{L^{2}}
$$

Again, using the space compactness estimate from Lemma B. 1 and the bound on the $H_{\mathcal{E}^{(i)}, 0}$ norms of $\left(u_{m}\right)_{m \in \mathbb{N}} \sqrt{70]}$ yields the existence of $C$ depending only on initial data $\rho_{0}, \boldsymbol{u}_{0}$ and $\boldsymbol{f}$ such that,

$$
\int_{\mathbb{R}} \int_{\mathbb{R}^{d}} \frac{\mathbb{P} u_{m}(t, \boldsymbol{x}+\eta)-\mathbb{P} u_{m}(t, \boldsymbol{x})}{|\eta|} \varphi \mathrm{d} \boldsymbol{x} \mathrm{~d} t \leq \frac{1}{|\eta|}\left(C|\eta|\left(|\eta|+C h_{\mathcal{M}_{m}}\right)\right)^{\frac{1}{2}}\|\varphi\|_{L^{2}\left(L^{2}\right)}
$$

Passing to the limit as $m \rightarrow \infty$ yields

$$
\int_{\mathbb{R}} \int_{\mathbb{R}^{d}} \frac{\mathbb{P} \bar{u}(t, \boldsymbol{x}+\eta)-\mathbb{P} \bar{u}(t, \boldsymbol{x})}{|\eta|} \varphi(t, \boldsymbol{x}) \mathrm{d} \boldsymbol{x} \mathrm{~d} t \leq \sqrt{C}\|\varphi\|_{L^{2}\left(\mathbb{R} \times \mathbb{R}^{d}\right)}
$$

We perform a change of variable to obtain,

$$
\int_{\mathbb{R}} \int_{\mathbb{R}^{d}} \frac{\varphi(t, \boldsymbol{x})-\varphi(t, \boldsymbol{x}-\eta)}{|\eta|} \mathbb{P} \bar{u}(t, \boldsymbol{x}) \mathrm{d} \boldsymbol{x} \mathrm{~d} t \leq \sqrt{C}\|\varphi\|_{L^{2}\left(\mathbb{R} \times \mathbb{R}^{d}\right)}
$$

We may retrieve an estimate with $\partial_{j} \varphi$ by setting $\eta=h \boldsymbol{e}_{j}$ with $h>0$. Using a Taylor's inequality and passing to the limit as $h \rightarrow 0$ yields (80) on $\mathbb{R} \times \mathbb{R}^{d}$. Hence $P \bar{u} \in L^{2}\left(\mathbb{R}, H^{1}\left(\mathbb{R}^{d}\right)\right)$. Finally, since $\bar{u}=P \bar{u}$ a.e. on $(0, T) \times \Omega$ and $P \bar{u}=0$ outside $(0, T) \times \Omega$, we conclude that $\bar{u} \in L^{2}\left((0, T), H_{0}^{1}(\Omega)\right)$.

Let us show that $\overline{\boldsymbol{u}}$ is divergence free. For any $\varphi \in C_{c}^{\infty}((0, T) \times \Omega)$ we define the sequence $\left(\varphi_{m}\right)_{m \in \mathbb{N}}$ as,

$$
\varphi_{m}=\sum_{n=0}^{N-1} \varphi_{m}^{n+1} \mathbb{1}_{\left(t^{n}, t^{n+1}\right]} \quad \text { with } \quad \varphi_{m}^{n}=\Pi_{\mathcal{M}_{m}} \varphi\left(t^{n}, \cdot\right) \quad \forall n \in\{1, N\}
$$

The sequence $\left(u_{m}\right)_{m \in \mathbb{N}}$ being discrete divergence free a.e. in $(0, T) \times \Omega$ combined with the discrete integration by parts 32 yields,

$$
\begin{aligned}
0 & =\int_{0}^{T} \int_{\Omega} \varphi_{m} \operatorname{div}_{\mathcal{M}_{m}} \boldsymbol{u}_{m} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \\
& =-\int_{0}^{T} \int_{\Omega} \nabla_{\varepsilon_{m}} \varphi_{m} \cdot \boldsymbol{u}_{m} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t
\end{aligned}
$$

Using the strong convergences of $\nabla_{\mathcal{E}_{m}} \varphi_{m}$ (by Lemma 6.2) and $\left(\boldsymbol{u}_{m}\right)_{m}$ towards $\nabla \varphi$ and $\overline{\boldsymbol{u}}$ respectively in $L^{2}\left((0, T), L^{2}(\Omega)^{d}\right)$, we conclude with:

$$
0=\lim _{m \rightarrow \infty}-\int_{0}^{T} \int_{\Omega} \nabla_{\varepsilon_{m}} \varphi_{m} \cdot \boldsymbol{u}_{m} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t=-\int_{0}^{T} \int_{\Omega} \nabla \varphi \cdot \overline{\boldsymbol{u}} \mathrm{d} \boldsymbol{x} \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \varphi \operatorname{div} \overline{\boldsymbol{u}} \mathrm{d} \boldsymbol{x} \mathrm{~d} t
$$

Finally, the limit $\overline{\boldsymbol{u}}$ belongs to $L^{2}\left((0, T), \boldsymbol{H}_{0}^{1}(\Omega)\right)$ and $\operatorname{div} \overline{\boldsymbol{u}}=0$ a.e. on $(0, T) \times \Omega$.
Step 5- Weak convergence of the discrete derivatives in $\boldsymbol{L}^{\mathbf{2}}(\boldsymbol{\Omega}) \quad$ First, owing to the discrete " $L^{2}\left(\boldsymbol{H}_{0}^{1}\right)$ " bound (70) we have that for all $i, j=1, . ., d$ the sequence of derivatives $\left(\partial_{j} u_{i, m}\right)_{m \in \mathbb{N}}$ is bounded in $L^{2}((0, T) \times \Omega)$, thus is weakly convergent to some limit in $L^{2}((0, T) \times \Omega)$. For $i \in\{1, \ldots, d\}$ and $n \in\{1, . ., N\}$ - although we drop the superscript $n-$ we show that $\partial_{i} u_{i, m} \rightharpoonup \partial_{i} \bar{u}_{i}$ as $m \rightarrow \infty$. Let $\varphi \in C_{c}^{\infty}(\Omega)$ so that we may take $\varphi_{m}=\Pi_{\mathcal{M}} \varphi$. Then,

$$
\int_{\Omega} \dddot{Ø}_{i} u_{i, m} \varphi \mathrm{~d} \boldsymbol{x}=\int_{\Omega} \dddot{y}_{i} u_{i, m} \varphi_{m} \mathrm{~d} \boldsymbol{x}+\int_{\Omega} \check{Ø}_{i} u_{i, m}\left(\varphi-\varphi_{m}\right) \mathrm{d} \boldsymbol{x}
$$

Thanks to the regularity of $\varphi$ and the bound on $\varnothing_{i} u_{i, m}$, the second term vanishes as $m \rightarrow \infty$ and we may work on the first term only. An integration by part (32) yields,

$$
\int_{\Omega} \dddot{\partial}_{i} u_{i, m} \varphi_{m} \mathrm{~d} \boldsymbol{x}=-\int_{\Omega} u_{i, m} ð_{i} \varphi_{m} \mathrm{~d} \boldsymbol{x}
$$

Using the strong convergence of $u_{i, m}$ with the consistency of the derivatives (Lemma 6.2) we pass to the limit to get,

$$
\lim _{m \rightarrow \infty} \int_{\Omega} \partial_{i} u_{i, m} \varphi \mathrm{~d} \boldsymbol{x}=-\int_{\Omega} \bar{u}_{i} \partial_{i} \varphi \mathrm{~d} \boldsymbol{x}=\int_{\Omega} \partial_{i} \bar{u}_{i} \varphi \mathrm{~d} \boldsymbol{x}
$$

and we can conclude by density. The result with $ð_{j} u_{i, m}$ follows, by considering the reconstructions $\mathcal{R}_{\varepsilon^{(i)}}^{\mathcal{M}} u_{i, m}$ and $\mathcal{R}_{\mathcal{M}}^{\varepsilon^{(j)}} \varphi_{m}$ and their convergence properties.

Step 6- Strong convergence of $\left(\rho_{m}\right)_{m \in \mathbb{N}}$ in $L^{2}((0, T) \times \Omega) \quad$ We follow the proof in [24] to obtain the strong convergence of $\left(\rho_{m}\right)_{m}$ in $L^{2}((0, T) \times \Omega)$. Obviously, we cannot resort to the previous space compactness results from the lack of estimates on the space translates of the discrete density. Instead, using results from [11] and [6] and recalled in Annex A, we turn to the regularity of $\bar{\rho}$ to conclude with the result.

The boundness of $\left(\rho_{m}\right)_{m \in \mathbb{N}}$ in $L^{\infty}((0, T) \times \Omega)$ yields that $\left(\rho_{m}\right)_{m \in \mathbb{N}}$ converges weakly towards $\bar{\rho}$ in $L^{2}((0, T) \times \Omega)$. Hence, thanks to the convexity and the continuity of the $L^{2}$ norm for the weak topology, we use the following classical result [6, Corollary II.2.8]:

$$
\|\bar{\rho}\|_{L^{2}((0, T) \times \Omega)} \leq \liminf _{m \rightarrow \infty}\left\|\rho_{m}\right\|_{L^{2}((0, T) \times \Omega)} .
$$

Let us show that $\lim \sup _{m \rightarrow \infty}\left\|\rho_{m}\right\|_{L^{2}} \leq\|\bar{\rho}\|_{L^{2}}$ which in turn, will yield the strong convergence of $\left(\rho_{m}\right)_{m \in \mathbb{N}}$ in $L^{2}((0, T) \times \Omega)$. [6, Proposition II.2.11].

By (68), we have for all $n$ in $\{0, \cdots, N-1\}$ :

$$
\sum_{K \in \mathcal{M}_{m}}|K|\left(\rho_{K}^{n+1}\right)^{2} \leq \sum_{K \in \mathcal{M}_{m}}|K|\left(\rho_{K}^{(0)}\right)^{2} \leq\left\|\rho_{0}\right\|_{L^{2}(\Omega)}^{2},
$$

which yields $\left\|\rho_{m}(., t)\right\|_{L^{2}(\Omega)}^{2} \leq\left\|\rho_{0}(., t)\right\|_{L^{2}(\Omega)}^{2}$ for all $t \in(0, T)$ and $m \in \mathbb{N}$.
Moreover, since $\bar{\rho}$ is a solution to the weak transport equation (6), with $\overline{\boldsymbol{u}} \in L^{2}\left([0, T], \boldsymbol{H}_{0}^{1}(\Omega)\right)$ being divergence free, we apply Theorem A. 2 to conclude with the unicity and time continuity of the limit $\bar{\rho}$ and we have $\bar{\rho} \in C^{0}\left(0, T ; L^{2}(\Omega)\right)$.
Taking $\beta(\zeta)=\zeta^{2}$ in Theorem A.1 along with the test function $\varphi=1$, we can establish that for any $t \in[0, T)$ then $\|\bar{\rho}(., t)\|_{L^{2}(\Omega)}=\left\|\rho_{0}\right\|_{L^{2}(\Omega)}$.

Therefore, we have $\left\|\rho_{m}(., t)\right\|_{L^{2}(\Omega)}^{2} \leq\|\bar{\rho}(., t)\|_{L^{2}(\Omega)}^{2}$ for all $t \in[0, T)$ and $m \in \mathbb{N}$. Integrating this last inequality for $t \in[0, T)$, we obtain $\left\|\rho_{m}\right\|_{L^{2}((0, T) \times \Omega)}^{2} \leq\|\bar{\rho}\|_{L^{2}((0, T) \times \Omega)}^{2}$ for all $m \in \mathbb{N}$, and passing to the limit as $m$ goes to infinity yields:

$$
\limsup _{n \rightarrow \infty}\left\|\rho_{m}\right\|_{L^{2}((0, T) \times \Omega)} \leq\|\bar{\rho}\|_{L^{2}((0, T) \times \Omega)} .
$$

This proves that $\lim _{m \rightarrow \infty}\left\|\rho_{m}\right\|_{L^{2}((0, T) \times \Omega)}=\|\bar{\rho}\|_{L^{2}((0, T) \times \Omega)}$. Combined with the weak convergence of $\left(\rho_{m}\right)_{m \in \mathbb{N}}$ towards $\bar{\rho}$ in $L^{2}((0, T) \times \Omega)$ we conclude that,

$$
\rho_{m} \longrightarrow \bar{\rho} \quad \text { as } \quad m \rightarrow \infty \quad \text { in } \quad L^{2}((0, T) \times \Omega)
$$

Step 7- Strong convergence of the viscosity tensor in $L^{2}((0, T) \times \Omega) \quad$ Thanks to the continuity of $\mu: \mathbb{R} \rightarrow \mathbb{R}_{+}$, the strong convergence of $\left(\mu_{m}\right)_{m \in \mathbb{N}}$ is rather straightforward. Indeed, owing to the strong convergence of $\left(\rho_{m}\right)_{m \in \mathbb{N}}$ to $\bar{\rho}$ in $L^{2}((0, T) \times \Omega)$ we may use the reciprocal of the dominated convergence theorem. Hence there exists a subsequence still denoted $\left(\rho_{m}\right)_{m \in \mathbb{N}}$ such that,

$$
\rho_{m}(t, \boldsymbol{x}) \rightarrow \bar{\rho}(t, \boldsymbol{x}) \quad \text { a.e. in } \quad[0, T] \times \Omega
$$

Therefore, $\mu_{m}(t, \boldsymbol{x})=\mu\left(\rho_{m}(t, \boldsymbol{x})\right)$ converges pointwise to $\bar{\mu}(t, \boldsymbol{x})=\mu(\bar{\rho}(t, \boldsymbol{x}))$ a.e. in $[0, T] \times \Omega$. Using (64) - the $L^{\infty}([0, T] \times \Omega)$ bound on $\left(\mu_{m}\right)_{m \in \mathbb{N}}-$ and the dominated convergence theorem yields the strong convergence of $\left(\mu_{m}\right)_{m \in \mathbb{N}}$ to $\bar{\mu}$ in $L^{2}((0, T) \times \Omega)$.

For any $(i, j) \in \llbracket 1, d \rrbracket^{2}$ we show that the sequence of viscosities associated to $\widetilde{\varepsilon}_{m}^{(i, j)}$ converges strongly to $\bar{\mu}$ in $L^{2}((0, T) \times \Omega)$ as $m \rightarrow \infty$. Nothing is to be done for $i=j$ as we have $\left\{D_{\epsilon}, \epsilon \in \tilde{\mathcal{E}}_{m}^{(i, i)}\right\}=\{K \in$ $\left.\mathcal{M}_{m}\right\}$. Let $i \neq j$ and $n \in\{0, \ldots, N\}$. Then $\mu_{i j_{m}}^{n}$ can be defined as a reconstruction of $\mu_{m}^{n}$. Using the same arguments as the proof in Lemma 4.3 yields that $\left\|\mu_{i j_{m}}\right\|_{L^{p}((0, T) \times \Omega)} \leq\left\|\mu_{m}\right\|_{L^{p}((0, T) \times \Omega)}$. Hence, by Lemma 6.3 we are able to conclude that

$$
\mu_{i j_{m}} \rightarrow \bar{\mu} \quad \text { as } \quad m \rightarrow \infty \quad \text { in } \quad L^{2}((0, T) \times \Omega) \quad \forall i, j=1, \ldots, d
$$

Step 8- Passing to the limit as $\delta t, \boldsymbol{h}_{\mathcal{M}} \rightarrow \mathbf{0}$ in the momentum balance equation Similarly to Step 3 , we prove a weak Lax-Wendroff consistency for the discrete momentum balance equation : by passing to the limit as $\delta t, h_{\mathcal{M}} \rightarrow 0$ in (16b), we aim to show that the limit $(\bar{\rho}, \overline{\boldsymbol{u}})$ obtained in the previous steps satisfies the weak momentum equation (7).

Let $\varphi \in C_{c}^{\infty}([0, T) \times \Omega)^{d}$, such that $\operatorname{div} \varphi=0$, so that we take $\varphi_{m}^{n}=\widetilde{\Pi}_{\varepsilon_{m}} \boldsymbol{\varphi}\left(\cdot, t_{n}\right)$. The preservation of the divergence by the Fortin operator (62) yields that $\operatorname{div}_{\mathcal{M}} \boldsymbol{\varphi}_{m}^{n}=0$. Therefore $\boldsymbol{\varphi}_{m}^{n}$ belongs to $\boldsymbol{E}_{\mathcal{E}}$ and may be used as a test function in (16b).

Multiplying by $\delta t_{m}$ and summing over $n=\left\{0, \ldots, N_{m}-1\right\}$ we get,

$$
\begin{aligned}
\sum_{n=0}^{N_{m}-1} \delta t_{m}\left[\int_{\Omega} \check{\partial}_{t}(\rho \boldsymbol{u})_{m}^{n+1} \cdot \boldsymbol{\varphi}_{m}^{n} \mathrm{~d} \boldsymbol{x}\right. & +b_{\mathcal{E}}\left((\rho \boldsymbol{u})_{m}^{n+1}, \boldsymbol{u}_{m}^{n+1}, \boldsymbol{\varphi}_{m}^{n}\right) \\
& \left.+\int_{\Omega} \mu_{\widetilde{\varepsilon}}^{n+1} \boldsymbol{D}_{\widetilde{\mathcal{E}}}\left(\boldsymbol{u}_{m}^{n+1}\right): \boldsymbol{D}_{\widetilde{\mathcal{\varepsilon}}}\left(\boldsymbol{\varphi}_{m}^{n}\right) \mathrm{d} \boldsymbol{x}-\int_{\Omega} \boldsymbol{f}_{\varepsilon_{m}}^{n+1} \cdot \boldsymbol{\varphi}_{m}^{n} \mathrm{~d} \boldsymbol{x}\right]=0
\end{aligned}
$$

which we decompose according to,

$$
\begin{aligned}
T_{1, i}^{(m)} & =\sum_{n=0}^{N-1} \sum_{\sigma \in \mathcal{E}^{(i)}} \int_{\Omega} \partial_{t}\left(\rho u_{i}\right)_{m}^{n+1} \varphi_{m, i}^{n} \mathrm{~d} \boldsymbol{x}, & T_{2, i}^{(m)} & =\sum_{n=0}^{N-1} \delta t b_{\mathcal{\varepsilon}}^{(i)}\left((\rho \boldsymbol{u})_{m}^{n+1}, u_{i, m}^{n+1}, \varphi_{i, m}^{n}\right), \\
T_{3}^{(m)} & =\sum_{n=0}^{N-1} \delta t \int_{\Omega} \mu_{\widetilde{\varepsilon}}^{n+1} \boldsymbol{D}_{\widetilde{\mathcal{E}}}\left(\boldsymbol{u}_{m}^{n+1}\right): \boldsymbol{D}_{\widetilde{\mathcal{E}}}\left(\varphi_{m}^{n}\right) \mathrm{d} \boldsymbol{x}, & T_{4, i}^{(m)} & =\sum_{n=0}^{N-1} \delta t \int_{\Omega} f_{i, m}^{n+1} \varphi_{i, m}^{n} \mathrm{~d} \boldsymbol{x} .
\end{aligned}
$$

to give $\sum_{i=1}^{d}\left[T_{1, i}^{(m)}+T_{2, i}^{(m)}+T_{4, i}^{(m)}\right]+T_{3}^{(m)}=0$.
Let us treat the convergence of each term individually. We deal with $T_{1, i}^{(m)}$ by rearranging the sum so as to perform a discrete integration by parts for the time variable

$$
\begin{aligned}
T_{1, i}^{(m)} & =\sum_{n=0}^{N-1} \delta t \sum_{\sigma \in \mathcal{E}^{(i)}}\left|D_{\sigma}\right| \frac{\rho_{D_{\sigma}}^{n+1} u_{\sigma}^{n+1}-\rho_{D_{\sigma}}^{n} u_{\sigma}^{n}}{\delta t} \varphi_{\sigma}^{n} \\
& =-\sum_{n=0}^{N-1} \delta t \sum_{\sigma \in \mathcal{E}^{(i)}}\left|D_{\sigma}\right| \rho_{D_{\sigma}}^{n+1} u_{\sigma}^{n+1} \frac{\left(\varphi_{\sigma}^{n+1}-\varphi_{\sigma}^{n}\right)}{\delta t}-\sum_{\sigma \in \mathcal{E}^{(i)}}\left|D_{\sigma}\right| \rho_{D_{\sigma}}^{(0)} u_{\sigma}^{(0)} \varphi_{\sigma}^{(0)}
\end{aligned}
$$

since $\varphi_{\sigma}^{(T)}=0$ thanks to the compact support of $\varphi$. We recall that $\left|D_{\sigma}\right| \rho_{D_{\sigma}}^{n+1}=\left|D_{K, \sigma}\right| \rho_{K}^{n+1}+$ $\left|D_{L, \sigma}\right| \rho_{L}^{n+1}$ : as in Step 3 we are dealing with a reconstruction of $\rho_{m}$ and we have,

$$
\begin{aligned}
T_{1, i}^{(m)}=-\int_{0}^{T} \int_{\Omega} \mathcal{R}_{\mathcal{M}}^{\mathcal{E}^{(i)}} & \left(\rho_{m}(t, \boldsymbol{x})\right) u_{i, m}(t, \boldsymbol{x}){\underset{\partial}{t}} \varphi_{i, m}(t, \boldsymbol{x}) \mathrm{d} \boldsymbol{x} \mathrm{~d} t \\
& -\int_{\Omega} \mathcal{R}_{\mathcal{M}}^{\mathcal{E}^{(i)}}\left(\rho_{m}^{(0)}(\boldsymbol{x})\right) u_{i, m}^{(0)}(\boldsymbol{x}) \varphi_{i, m}^{(0)}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}
\end{aligned}
$$

Therefore passing to the limit in $T_{1, i}^{(m)}$ is straightforward : Lemma 6.3 yields that $\left(\mathcal{R}_{\mathcal{M}}^{\mathcal{E}^{(i)}} \rho_{m}\right)_{m}$ converges strongly to $\bar{\rho}$ in $L^{2}((0, T) \times \Omega)$ as $m \rightarrow+\infty$. Combined with the strong convergences of $\left(u_{i, m}\right)_{m \in \mathbb{N}}$ and $\partial_{t} \varphi_{i, m}$ (by Lemma 6.2) towards $\bar{u}_{i}$ and $\partial_{t} \varphi_{i}$ respectively in $L^{2}((0, T) \times \Omega)$ we can conclude for the limit in the first term.

From the initialization of the scheme and the assumed regularity of the initial data - i.e. $\rho_{0} \in L^{\infty}(\Omega)$ and $u_{0} \in L^{2}(\Omega)$ - we get that $\mathcal{R}_{\mathcal{M}}^{\mathcal{E}^{(i)}}\left(\rho_{m}^{(0)}\right)$ and $u_{i, 0}$ converge to $\rho_{0}$ and $u_{i, 0}$ respectively in $L^{2}(\Omega)$. Finally, Lemma 6.2 yields the convergence of $\varphi_{i, m}^{(0)}$ to $\varphi_{i}(., 0)$ in $L^{2}(\Omega)$ and we have,

$$
\lim _{m \rightarrow \infty} \sum_{i=1}^{d} T_{1, i}^{(m)}=-\int_{0}^{T} \int_{\Omega} \bar{\rho}(t, \boldsymbol{x}) \overline{\boldsymbol{u}}(t, \boldsymbol{x}) \cdot \partial_{t} \boldsymbol{\varphi}(t, \boldsymbol{x}) \mathrm{d} \boldsymbol{x} \mathrm{~d} t-\int_{\Omega} \rho_{0}(\boldsymbol{x}) \boldsymbol{u}_{0}(\boldsymbol{x}) \cdot \boldsymbol{\varphi}(0, \boldsymbol{x}) \mathrm{d} \boldsymbol{x}
$$

Thanks to the reformulation of $b_{\varepsilon}^{(i)}$ to (57) we have for the convection term $T_{2, i}^{(m)}$,

$$
\begin{aligned}
T_{2, i}^{(m)} & =\sum_{n=0}^{N-1} \delta t b_{\varepsilon}^{(i)}\left((\rho \boldsymbol{u})_{m}^{n+1}, u_{i, m}^{n+1}, \varphi_{i, m}^{n}\right) \\
& =-\sum_{n=0}^{N-1} \delta t \sum_{j=1}^{d} \int_{\Omega}\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(j, i)}\right)^{\rho} \rho_{\mathcal{E}^{(j)}, m}^{n+1}\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(j, i)}\right)^{u} u_{j, m}^{n+1}\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(i, j)}\right)^{v} u_{i, m}^{n+1}{\underset{\partial}{j}} \varphi_{i, m}^{n} \mathrm{~d} \boldsymbol{x}
\end{aligned}
$$

Moreover, we recall that $\rho_{\mathcal{E}^{(j)}, m}^{n+1}$ is defined using an upwind scheme (see Lemma 4.6 and (20)). Therefore it can be seen as a reconstruction of $\rho_{m}^{n+1}$ in the sense of definition 55 where we take $\alpha_{\sigma}=0$ or 1 according to the upwind scheme and a bound similar to that of Lemma 4.5 holds. Then, given the strong convergence of $\left(\rho_{m}\right)_{m \in \mathbb{N}}$ in $L^{2}((0, T) \times \Omega)$ we have that $\left(\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(j, i)}\right)^{\rho} \rho_{\mathcal{E}^{(j)}, m}\right)_{m \in \mathbb{N}} \rightarrow \bar{\rho}$ in $L^{2}((0, T) \times \Omega)$ as $m \rightarrow \infty$. Finally, we decompose $T_{2, i}^{(m)}$ as,

$$
\begin{aligned}
T_{2, i}^{(m)}=- & \sum_{n=0}^{N-1} \delta t \sum_{j=1}^{d} \int_{\Omega}\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(j, i)}\right)^{\rho} \rho_{\mathcal{E}(j), m}^{n+1}\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(j, i)}\right)^{u} u_{j, m}^{n+1}\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(i, j)}\right)^{v} u_{i, m}^{n+1} \boldsymbol{\partial}_{j} \varphi_{i, m}^{n+1} \mathrm{~d} \boldsymbol{x} \\
& +\sum_{n=0}^{N-1} \delta t \sum_{j=1}^{d} \int_{\Omega}\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(j, i)}\right)^{\rho} \rho_{\mathcal{E}^{(j)}, m}^{n+1}\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(j, i)}\right)^{u} u_{j, m}^{n+1}\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(i, j)}\right)^{v} u_{i, m}^{n+1} \boldsymbol{\partial}_{j}\left(\varphi_{i, m}^{n+1}-\varphi_{i, m}^{n+1}\right) \mathrm{d} \boldsymbol{x}
\end{aligned}
$$

using the estimate on the trilinear form (58) combined with the bounds on the discrete solutions (63), (70) and the regularity of $\varphi$, we conclude that the second term tends to 0 as $m \rightarrow \infty$. From the consistence properties of the reconstruction operators and the strong convergences of $\left(\rho_{m}\right)_{m}$ and $\left(\boldsymbol{u}_{m}\right)_{m}$ in $L^{2}((0, T) \times \Omega)$. Thus, up to a subsequence, $\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(j, i)}\right)^{\rho} \rho_{\mathcal{E}(j), m}^{n+1}\left(\mathcal{R}_{\widetilde{\varepsilon}}^{(j, i)}\right)^{u} u_{j, m}^{n+1}\left(\mathcal{R}_{\widetilde{\mathcal{E}}}^{(i, j)}\right)^{v} u_{i, m}^{n+1}{\underset{\partial}{j}}_{j} \varphi_{i, m}^{n+1}$ tends to $\bar{\rho} \bar{u}_{j} \bar{u}_{i} \partial_{j} \varphi_{i}$ in $L^{1}((0, T) \times \Omega)$ as $m \rightarrow+\infty$, and we get,

$$
\lim _{m \rightarrow+\infty} T_{2, i}^{(m)}=\int_{0}^{T} \int_{\Omega} \bar{\rho} \bar{u}_{j} \bar{u}_{i} \partial_{j} \varphi_{i} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t
$$

Thanks to the symmetry property (48), the diffusion term $T_{3}^{(m)}$ reads,

$$
T_{3}^{(m)}=\frac{1}{2} \sum_{n=0}^{N-1} \delta t \sum_{i, j=1}^{d}\left[\int_{\Omega} \mu_{i j, m}^{n+1} \boldsymbol{\partial}_{j} u_{i, m}^{n+1} \boldsymbol{\partial}_{j} \varphi_{i, m}^{n} \mathrm{~d} \boldsymbol{x}+\int_{\Omega} \mu_{i j, m}^{n+1} \boldsymbol{\partial}_{j} u_{i, m}^{n+1} \boldsymbol{\partial}_{i} \varphi_{j, m}^{n} \mathrm{~d} \boldsymbol{x}\right]
$$

Let us pass to the limit in each term. First, we note that:

$$
\int_{\Omega} \mu_{i j, m}^{n+1}{\underset{\partial}{j}}_{j} u_{i, m}^{n+1} \boldsymbol{\partial}_{j} \varphi_{i, m}^{n} \mathrm{~d} \boldsymbol{x}=\int_{\Omega} \mu_{i j, m}^{n+1} \boldsymbol{\partial}_{j} u_{i, m}^{n+1} \boldsymbol{\partial}_{j} \varphi_{i, m}^{n+1} \mathrm{~d} \boldsymbol{x}+\int_{\Omega} \mu_{i j, m}^{n+1} \boldsymbol{\partial}_{j} u_{i, m}^{n+1} \boldsymbol{\partial}_{j}\left(\varphi_{i, m}^{n}-\varphi_{i, m}^{n+1}\right) \mathrm{d} \boldsymbol{x}
$$

Thanks to the regularity of $\varphi$ and the bounds on $\mu_{i j, m}^{n+1}$ and $\check{ð}_{j} u_{i, m}^{n+1}$ the second term vanishes as $m \rightarrow \infty$. The desired convergence result follows using the weak convergence of the discrete derivatives (Step 5) combined with the strong convergences as $m \rightarrow \infty$ of $\mu_{i j, m}, \partial_{j} \varphi_{i, m}$ and $\partial_{i} \varphi_{j, m}$ to $\bar{\mu}, \partial_{j} \varphi_{i}$ and $\partial_{i} \varphi_{j}$ respectively in $L^{2}((0, T) \times \Omega)$ (up to a subsequence, by the dominated convergence theorem). Therefore,

$$
\lim _{m \rightarrow \infty} T_{3}^{(m)}=\int_{0}^{T} \int_{\Omega} \bar{\mu} \boldsymbol{D}(\overline{\boldsymbol{u}}): \boldsymbol{D}(\boldsymbol{\varphi}) \mathrm{d} \boldsymbol{x} \mathrm{~d} t
$$

Finally, we have for the last term $T_{4, i}^{(m)}$ :

$$
T_{4, i}^{(m)}=\sum_{n=0}^{N-1} \delta t \int_{\Omega} f_{i, m}^{n+1} \varphi_{i, m}^{n+1} \mathrm{~d} \boldsymbol{x}+\sum_{n=0}^{N-1} \delta t \int_{\Omega} f_{i, m}^{n+1}\left(\varphi_{i, m}^{n}-\varphi_{i, m}^{n+1}\right) \mathrm{d} \boldsymbol{x}
$$

Thanks to the continuity of the Fortin operator (60) we get the strong convergence of $\left(f_{i, m}\right)_{m}$ towards $f_{i}$ in $L^{p}((0, T) \times \Omega)$ for $p \in[1, \infty)$. Moreover, by a Taylor inequality (Lemma 6.2 ) the second term tends to 0 as $m \rightarrow \infty$. Then,

$$
\lim _{m \rightarrow \infty} \sum_{i=1}^{d} T_{4, i}^{(m)}=\int_{0}^{T} \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} \boldsymbol{x} \mathrm{~d} t
$$

which concludes the convergence proof.
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## A Transport equation theory

Let $\rho_{0} \in L^{\infty}(\Omega)$ and $\boldsymbol{u} \in L^{2}\left((0, T), \boldsymbol{H}_{0}^{1}(\Omega)\right)$ with $\operatorname{div} \boldsymbol{u}=0$. We assume that $\rho \in L^{\infty}(] 0, T[\times \Omega)$ is a solution to the following problem,

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \rho\left(\partial_{t} \varphi+\boldsymbol{u} \cdot \nabla \varphi\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} t+\int_{\Omega} \rho_{0} \varphi(0, .)=0 \quad \forall \varphi \in C_{c}^{1}(] 0, T[\times \Omega) \tag{81}
\end{equation*}
$$

Theorem A. 1 (Renormalisation property [6]). Let $\Omega$ be an open bounded domain $\subset \mathbb{R}^{d}$ with Lipschitz border, $\rho_{0} \in L^{\infty}(\Omega)$ and $\boldsymbol{u} \in L^{2}\left((0, T), \boldsymbol{H}_{0}^{1}(\Omega)\right)$ with $\operatorname{div} \boldsymbol{u}=0$. For any $\beta \in C^{1}(\mathbb{R})$ and any solution of (81) $\rho \in L^{\infty}(] 0, T[\times \Omega)$ for the initial data $\rho_{0}$ we have:

$$
\begin{equation*}
\partial_{t} \beta(\rho)+\operatorname{div}(\beta(\rho) \boldsymbol{u})=0 \tag{82}
\end{equation*}
$$

in a weak sense with $\beta(\rho)_{\left.\right|_{t=0}}=\beta\left(\rho_{0}\right)$, and as a consequence $\beta(\rho)$ is solution of (81) for the initial data $\beta\left(\rho_{0}\right)$.

Theorem A. 2 (Unicity and regularity of the solution). Let $\Omega$ be an open bounded domain $\subset \mathbb{R}^{d}$ with Lipschitz border, $\rho_{0} \in L^{\infty}(\Omega)$ and $\boldsymbol{u} \in L^{2}\left((0, T), \boldsymbol{H}_{0}^{1}(\Omega)\right)$ with $\operatorname{div} \boldsymbol{u}=0$. If $\rho \in L^{\infty}(] 0, T[\times \Omega)$ is solution to (81) for the initial data $\rho_{0}$, then such a solution is unique and:

$$
\rho \in C^{0}\left([0, T], L^{q}(\Omega)\right) \quad \forall q<+\infty
$$

## B Discrete functional analysis

Lemma B. 1 ([13, Lemme 3.3]). Let $\Omega$ be an open bounded domain of $R^{d}, d=2,3$. Let $\mathcal{D}=(\mathcal{M}, \mathcal{E})$ be an admissible MAC grid according to Definition 2.1 and an element $u \in H_{\mathcal{E}^{(i)}, 0}$ with $i \in \llbracket 1, d \rrbracket$. Thus we define $\tilde{u}$ in the following manner : $\tilde{u}=u$ a.e. in $\Omega$ and $\tilde{u}=0 \quad$ a.e. in $\mathbb{R}^{d} \backslash \Omega$. Then, there exists $C>0$ dependant only on $\Omega$ such that,

$$
\|\tilde{u}(\cdot+\eta)-\tilde{u}\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \leq\|u\|_{1, \varepsilon^{(i)}, 0}^{2}|\eta|\left(|\eta|+C h_{\mathcal{M}}\right), \quad \forall \eta \in \mathbb{R}^{d}
$$

Theorem B. 2 ([13, Theorem 3.10]). Let $\Omega$ be an open bounded domain of $\mathbb{R}^{N}$ with Lipschitz boundary, $N \geq 1$, and $\left\{u_{n}, n \in \mathbb{N}\right\}$ a bounded sequence of $L^{2}(\Omega)$. Let us define the sequence $\left\{\tilde{u}_{n}, n \in \mathbb{N}\right\}$ as $\tilde{u}_{n}=u_{n} \quad$ a.e. on $\Omega$ and $\tilde{u}_{n}=0 \quad$ a.e. on $\mathbb{R}^{N} \backslash \Omega$. Assuming the existence of a constant $C \in \mathbb{R}$ et $\left\{h_{n}, n \in \mathbb{N}\right\} \subset \mathbb{R}_{+}$with $h_{n} \rightarrow 0$ and $n \rightarrow \infty$ with,

$$
\begin{equation*}
\left\|\tilde{u}_{n}(\cdot+\eta)-\tilde{u}_{n}\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2} \leq C|\eta|\left(|\eta|+h_{n}\right), \quad \forall n \in \mathbb{N}, \forall \eta \in \mathbb{R}^{N} \tag{83}
\end{equation*}
$$

Then, $\left\{u_{n}, n \in \mathbb{N}\right\}$ is relatively compact in $L^{2}(\Omega)$.

Definition B. 3 (Compactly embedded sequence). Let $B$ be a Banach space and $\left(X_{n}\right)_{n \in \mathbb{N}}$ be a sequence of Banach spaces included in $B$. The sequence $\left(X_{n}\right)_{n \in \mathbb{N}}$ is said to be compactly embedded in $B$ if any sequence satisfying:

- $u_{n} \in X_{n}$ for all $n \in \mathbb{N}$
- the sequence $\left(\left\|u_{n}\right\|_{X_{n}}\right)_{n \in \mathbb{N}}$ is bounded
is relatively compact in B .
Theorem B. 4 (Time compactness with a sequence of subspaces, [15] Proposition 4.48).
We set $1 \leq p<\infty$ and $T>0$. Let $B$ be a Banach space and $\left(X_{n}\right)_{n \in \mathbb{N}}$ be a sequence of Banach spaces compactly embedded in $B$. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of $L^{p}((0, T) ; B)$ satisfying the following conditions:
- The sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ in bounded in $L^{p}((0, T) ; B)$.
- The sequence $\left(\left\|f_{n}\right\|_{L^{1}\left(0, T ; X_{n}\right)}\right)_{n \in \mathbb{N}}$ is bounded.
- There exists a non-decreasing function $\eta$ from $(0, T)$ to $\mathbb{R}_{+}$such that $\lim _{h \rightarrow 0} \eta(h)=0$ and, $\forall h \in(0, T)$ and $n \in \mathbb{N}$, we have:

$$
\begin{equation*}
\int_{0}^{T-h}\left\|f_{n}(t+h)-f_{n}(t)\right\|_{B}^{p} \mathrm{~d} t \leq \eta(h) \tag{84}
\end{equation*}
$$

Then, $\left(f_{n}\right)_{n \in \mathbb{N}}$ is relatively compact in $L^{p}((0, T) ; B)$.
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